R

§j\

SCA ISR kb 2R DU Ry



o ARSI S N ESIRFR AR
o FhE DIH-Hp 43 2828 (Fh 2= D)
o XARGTERMIVET

VRS SHR B



VRS SHR B



AR

 Text ClassificationEk# Text Categorization: %5
TE K R (taxonomy), B — ks SCRY 43 31 H
— N EE Z AR HE AR

o 45 XXHd EXH — N E R R E A C= {c,,
Cpy - -+, Cy}s FLHIXFRIN 1% [A] (document
space), 2&7l(class) i & FK Y2 (category) B
bR (label)

— 12559 %H « binary vs. multi-class
— YRR ORI T BIAR 22 H . single label vs. multi
label

TR A S BORERE




SEFE L FLHE

=Web & & B ¥ #1, Yahoof#i FH N 1.4 25 77 £k 40 27
Yahoo H3, RMULTAELE: ODP, PubMed

NIRRT RN ESAEE &

= 11 5L ] AR R 3 25 [ BA AR AR /N B BsE i, e 75 £
Fror R B —8rkE

sfH 2 X N L AT Y b+ e, AR & ot

— K, TEBEIDRITIA

TR A S BOREE



ST 2. BN ik

= Google Alerts 11 A& 3 TR 79 2R 1

SfEAE— SR IDEJT e P K m AR 5 AR SR A RN (4o
\erity)

=il E LT #B AN /KRR IR A A (WGoogle Alerts)
=R IR 225 T KIS TR RS ORI, FERE 23R s =
SRR T AR R R G AR BB, JHHE K

TR A S BOREE



BRI 3. MBS FE] HE

= ORI E N R, XA P FHE X, B
= () B REREN, BRRREAY, BRERHE
= (i) F X8 SO R 0 2R

wRig i — &R 5733 077%: Fh = U, Rocchio, KNN, SVM

Y] TR TGN, X TR AR 9 Gt A g 2R

(statistical text classification).

" LRGSO 2R, KRS0 75 2 L 1 SO A
(B TR ZR ) -

= T T EN RTINSO, B U6 N T3 2R B 7 SR AT AR
FF1E

= X B FFRTE (labeling) 5 H 72 X B s SCRI T 0 FRas i A2

TR A S BOREE




BT EIRXAE 7R

=S A A X
" SCRPAREIZ A IA] P 2R7n—l s A2 Rl e 4k 1)

=[5 5E FIZRAEAEC ={c,, Cpy ..., Cy}
= AR A 7 KR AN RE X (30, FH5<3E vs. AFE R
R)

=JI|ZEED, REdFZERICKPRIC, <d,c> € X X C
= MIHS I EE, AP — N rRes Y, R SOk
SRR Y X—C
B =F eyt
= XTXCHd € X, AFREY(d) € C, B e d nf
REJE T 12k Hlc=x(d), c.eC

TR A S BOREE



ARG RPEIRA . WGRE KRR

Classes, training set, and test set in text classification

LB, oy < y(d "y =China
reglons P £ mdustnes subject areas >~ -
~
~
I| - ~
et @- -@ -- o
YISRE : -
congestion| | Olympics feed recount diamond Silii."% - | private
London Beijing chicken beans votes baseball Chinese
LI o
Parliament tourism pate arabica seat forward
Big Ben Great Wall ducks robusta run-off soccer
Windsor Mao bird flu Kenya TV ads team
the Queen | |communist turkey harvest campaign captain

HHEEHLRE S HR



T M A M 2]

» supervised learning & 5 >

— FIFH—H Ok B RE AR R 3y SR B S 8,
8B FrE R ERE I AE, WRON IR E) ?ﬁﬁ?ﬁﬁ
S

° %llf“FX:ﬁéj

— HEITG R ARANTAIGNE S, BB
>

4—11

THSHLRRE 5 HoR 2



RRGIEF IR RMHA

=155 11 (3559): English vs. French%s)

= 57 % TR IR ] (B3R T vs. 17 X T

N ETENANE (BE vs. JEERE)

S R EE EE R — SRR R 2 B A
(WA RERIT) (J& Tz vs. A g T iz )

“ERASEOH (W1, Google Alerts)

= EGHA: PR TR R IR 2 TE (FETVE vs. I TF)

TR A S BOREE



¢ SUARTE
* bz DA

VRS SHR B



FhEE DB 425 22 Naive Bayes text classification

R MR 2

= VRS d BT Y ¢ PNERTEI TR @@1@&
p(c|d)="OPEIO b eyp(d o) P(e) [T P, I)

P(d)

1SkSnd

ST SRR R R

st AT IS, Nl SORY K BE (A 4 (1A 50
"P(tJC) 2Tt BLZE R Mcrh SCRY IR, K Bl e F i 5,

MR, B E N2 Hce

=*P(Cc) r=F A chHI ST iE =

- RSt B DTk

O R SO R VA S (1 e TR S s B, B4 B feik %

P(c)5x 5 B AN 2 7]

TR A S BOREE



SN PNEE vy RSeS|

AN ER U2 2R H e 99K “fetE” U2

=i 1 2R 02 B i K5 B3 (maximum a posteriori -
MAP)H]ZE ] Crap:

Copy =argmax P(c|d) ocargmax P(c) [ | P(t, |c)
"l T AREITES I A SHE, Bl B AR TN
R E B FIMETHE P R EP.

THSHLRRE 5 HoR 2



'?%%/M‘E}Eiﬁﬁﬁﬁ I ST AN i
T log(xy) = log(x) + log(y), 7 PLIE it B 0K 5 >k 1)
ﬁﬁ/\frfﬁﬂﬁkjﬁﬂfrﬁ

=t T logs2 B R EL, [R5 40 B s B R A & R AR B
/E

s[RI, SRR AT R

ey = argmax[log P(c)+ >  logP(t, |c)]

ceC 1<k<nq

T LR 2 SR 15




FhaR TR 2R 4%

=3 N . )
C.roy =argmaxflogP(c) + > logP(t, |c)]
ceC 1<k <ngq
= ] B 13 B
s FHANFKASEP®, | ©) &Rt X e TRk E R A —
MR

= SIS HERE P(C) A2 SR Al CIfI A X AT 3 1 — AN AL

= (KL, PIrA R SRR B IR R A SO e T 20 B AJ
et

= e PR A RETE 2R

TR A S BOREE



ZEhTE 10 ARG T

= Grfa] I 2550 P T P(c) 1 P(t, |c) ?

= LG

P(c) = NN

NG IS8 50 L N: TSR SR
SR B(t |c) = Z

= 50N T AL E ML félz i ¥ (positional independence
assumption), fEizfRX N, T etrEillZrdE et
P AL B DL B . BRI B 18
KRR ARG T IME . Tea, AR E — e SCAS
HBLE R, Rl ek Ak R E E, A BoE
P(tkl C) — P(tkz |C)

HEEHURE S AR 17



MLEfS TR E) . ZEMEE ) j3

i
X3=TAIPEI

P(Chinald) o< P(China) - P(BENING|China) - P(AND|China)
- P(TAIPEI|China) -+ P(JOIN|China) - P(WTO|China)
iR WTO FEISGEHEH HIMERR Chinad:

T
P(WTO|China) = ——W0 _ _ 0 =0
t'e TChmat t'e TChlnat

— a4, iq‘ﬁ?cf%-f@é\wmmjﬁé P(Chinald) = 0.
—BREFHE, KIEEAWSRA

TR A S BOREE



J&%E’Mi IR

=PV :
T B(t]c) = Z
t'eV
P fa RN E AN R
P(t|c) = Tatl __ _Tatd
Z( +1) (ZTct-)JrB
t'eV t'eV

=B se AFAHTIERE N (KRS L N AR R/ B= V)
= INLPE AT LA & K T 3 2] 05 A AR N Je 3 o0 An (BEAS 1] TRAE B
KRB, WRJERIEIZRE I 2EAT S 2RI 45 R

THSHLRRE 5 HoR 2



FE U Y g R

n n N T, +1
c .. ocargmax P(c) P(t, |c) =arg max — .
P ceC 1Sk];!1:d ‘ ceC N 1L!d (ZTC,[.) + B

t'eV

TRAINMULTINOMIALNB(C, D) _
1 Ve« EXTRACTVOCABULA%}%%) LH=:
2 N < CountDoOCs(DD) i teE|ica p(e)
3 for eachce C A
4 do N, — COUNTDOCSINCLASS(ID,¢) HEIC|- V1 Pt |C)
prior[c] < Nc/N 25|45
text. +— CONCATENATETEXTOFALLDOCSINCLASS(ID, ¢)
for eacht €V
do T.; «— COUNTTOKENSOFTERM (text.,t) i+ i 4
for eacht €V
do condprob[t][c] — =gy RHAEIER S PERER
11 return V, prior, condprob

ek
S O 0N O O

TR A S BOREE




*F?'J_' H-57: MR 2
g RESS TS P(C)F P [C)
gmax[log P(c)+ > logP(t, |c)]

ceC 1<k<nd

Mt 2R P(C) 71 (L, |c)iHESTALdtC, .

APPLYMULTINOMIALNB(C, V, prior, condprob, d)

1 W« EXTRACTTOKENSFROMDOC V., d)

2 for eachc € C B

3 do score[c] < log prior|c] ITEICI 4 p(c)

4 for eacht ¢ W TH&ICl- VI p(L, [ C)
5 do score[c] += log condprob|t][c]

6 return arg max. _c scorec]

TR A S BORERE




AR U353 2R )

- SR

Y4 Chinese Beijing Chinese Yes
2 Chinese Chinese Shanghai Yes
3 Chinese Macao Yes
4 Tokyo Japan Chinese o

MAEE 5 Chinese Chinese Chinese Tokyo ?

Japan

Priors

TR A S BORERE



 SCRID SR

WZEE 1 Chinese Beijing Chinese
2 Chinese Chinese Shanghai Yes
3 Chinese Macao Yes
4 Tokyo Japan Chinese No
AL 5 Chinese Chinese Chinese Tokyo ?

Japan - T +1
Conditional probabilitieS' ( IC)—(Z JT)+IV

0+1 1
P(Chinese |¢) ‘ — P(Tokyo|c) P(Japan |c) = =
8+6 14

1+1

2
P(Chinese |T) = P(Tokyo |T) = P(Japan |C = —
( |T) =P(Tokyo |T) =P(Jap |)9

33.1 1 29
B(cld = 1 100003 P(cld Sy 22 £0.0001
Cld) e O Cld)< (9 g5

MIA =538 = Chinazt, XZERE ?’qdfﬂiﬂzzm’ﬁﬁﬂ E’JCHINESE

ﬁ%ﬂﬂ%%ﬁ*%h



FNER DU S0 R B 18] 2. 23% BE 0 A

mode time complexity

training | ©(|D|Lave + |C||V])

testing | ©(Ls + |C|M,) = ©(|C|M,)

= Loer WIZRCHESFSKE, D IZ3CH, Vi ik, C: 285
BE, Ly MO BFIACRE, M, I SRS AN =] 1 1a] 04

#
"O(D|L): BHCH TR BT R, R AL
%
- O(CIVD): SH IR K 4, [CIVIN & 2. |C4 %k
e
s[RI DU S0 TR0 /N AR SRS /N 25 2

LRI R TSR K EE T F) . X e i LA

TR A S BOREE




/NGE: Naive Bayes text classification

» R HPR: RSO AT RE R TS X T
NB K, 5 A] HE 282 B A MAPHE THE R 45
EH .

7<Cmap' ) i )
C.ep = argmax P(c|d) ccargmax P(c) [ | P(t, |c)
ceC ceC 1<k<ny
 fiit =4
. N A T
P(c) =— P(t, |C) = <3
( ) N K ZTct-
t'eV
o NI o] Wi >
5 W ] 211 T 41 T 41
P(t|c) == g

t'eV t'eV
W EARF S 5H AR




. AT
o FhER DI R

o FINER ULIH B A A A Y
o FNEXUIH-HEFFE S

VRS SHR B



NB4-J528 A 1 (Generative) B HY

2 WA 2 MPUE,

Lb Nl ¥

X;=Beijing

AT A JA 2R EUE, JuiE

13-4 ZII NB#EH

13-5 NERNBER

THSHLRRE 5 HoR 2



Naive Bayes algorithm

« P(t]c) [ fli Tt S mE AN ]
— WA S Th A St ST U e
— 2 It IO 2R eSS i 1Al S U H )
BpES

— 2RO AT 0 28N, DU AR T 25 F& 3] I
EI’JufJ”jZTufE(Eﬂﬂﬁ) A RS H B IEL,

1117 25 QR 7R P D 225 1 B
o IR HH B TR A 928 HE U ASE AN TR
— Z AR G 7 RAACR

— MR . FEPCld)BE L — N TRk 5t
B, RO DU AR Y X 1R] T ) A HE B o I =

TR A S BORERE



Naive Bayes algorithm

o ORI TRIOAE 73 2 A 48 F AN [H]

TRAINMULTINOMIALNB(C, D) N TRAINBERNOULLINB(C, D)
EQU 5V DIZ5H

1 V <« ExTtrRACTVOCABULARY(D) N 1 V <« EXTRACTVOCABULARY(D)
2 N <« CountDocs(D) 2 N « CountDocs(D)
3 for eachceC 3 for eachc e C
4 do N, « CountDocsINCLAss(DD, ¢) 4 do N. « CountDocsINCLAss(D, ¢)
5 prior[c] < N;/N 5 prior[c] < N./N
6 text, < CONCATENATETEXTOFALLDOCSINCrLASS(D, ¢) || ¢ for eacht e V
7 for eacht e V 7 do N,; < CouNTtDOCSINCLASSCONTAININGTERM(DD, ¢, t)
8 do T;; < CouNTToKENSOFTERM(text,, t) 8 condprob[t][c] < (Nut + 1)/(N: + 2)
9 for eacht e V 9 return V, prior, condprob
10 do|condprob[t][c] « :(i.tl_m ,
11 return V, prior, condprob < AprPLYBERNOULLINB(C, V, prior, condprob, d)

then score[c] += log condprob[t][c]
else score[c] += log(1l — condproblt][c])

do|score[c] += logcondprob[t][c]
return arg max_ . score|c]

1 V; < ExtractTERMsFroMDoc(V, d)
ArpLYMULTINOMIALNB(C, V, prior, condprob, d) 2 for eachceC

W « ExtracTtTOokENSFrOMDoc(V, d) 3 doscore[c] « log prior|c] .
for eachc e C Wi*ﬁliﬁjﬂ: 4 for.eacht eV V%%/I\lﬁj\/l:i%
do score[c] < log prior|c] 5 doift e V;

6

7

8

1
2
3
4 fof eacht e W
5
6

return arg max__. score[c]

TR A S BOREE




2T NEHREFINBR B

. f‘éiﬁlﬁﬁﬁ’“’“ IS(C) FP(t | )Rl Tt
-

WZE 1 Chinese Beijing Chinese
2 Chinese Chinese Shanghai Yes
3 Chinese Macao Yes
4 Tokyo Japan Chinese No
MAEE 5 Chinese Chinese Chinese Tokyo ?

Japan

TR A S BORERE




- SR

Y4 Chinese Beijing Chinese Yes
2 Chinese Chinese Shanghai Yes
3 Chinese Macao Yes
4 Tokyo Japan Chinese o

MAEE 5 Chinese Chinese Chinese Tokyo ?

Japan

Priors—F%

TR A S BORERE




[ JHD | Sk

WEEE 1 Chinese Beijing Chinese
2 Chinese Chinese Shanghai Yes
3 Chinese Macao Yes
4 Tokyo Japan Chinese No
WRE 5 Chinese Chinese Chinese Tokyo Japan
Conditional probabilities: ﬁcii‘éltﬁ/?/\tEl’JZﬁﬁH’Jttz
A 3+1 4 0+1 1
P(Chinese|c)=—=— P(Tokyo|c) =P(Japan|c)= ——==
( |)3+25 (Tokyo|c) (1p1;3+25
B(Beijing | ¢) = P(Macao | c) = P(Shanghai | c) = == = =
3+2 5
P(Chinese|T) = P(Tokyo|t) = P(Japan|T) _% :2))
O+1 1
P(Beijing | T) = P(Macao|t) = P(Shanghai | T) ~112° 3

BIRNHEET c, 1EXHEETIECE, FINETXIHEFANIF
IMMREZEEEIMNEALIAMIER, 2B FEEFEHB A2

TR A S BORERE




- Sk

YR Chinese Beijing Chinese
2 Chinese Chinese Shanghai Yes
3 Chinese Macao Yes
4 Tokyo Japan Chinese No
WRE 5 Chinese Chinese Chinese Tokyo Japan ?

P(c|d,) « P(c)P(Chinese|c)P(Japan|c)P(Tokyo | c)
(1— P(Bei jing | c))(l— I5(Shanghai |c))(1— P(Macao|c))

3411 R E1A
34 202y a-2) ~0.0005
4555( )( )( )
1222
pE|d,) e~ 222a-Dya-Lya-1)~0.022
| )064333( )(d )( )

RIELIARER, 7K:F E'-\ 7: d”ﬂﬂﬁl’l‘é)ﬂ?’ﬁllf cE., HHXF
WM IS B MmAE E1a)InsnZes, Japan FiTokyoxtFc K ik 2
IE [ FRAESFIE(2/3 > 1/5), ﬁ'ﬁChmese)%:FC%’éfﬂﬂlECQéH’J FHBEER
E’J%E A B L7 EER .

TR A S BORERE



NG AR DU 70 9548 B A AR Y
o ORGP B
— I
— I3k
o ST NB 4R BT IR R 177 7

— Multinomial NB model
— Bernoulli model

» Naive Bayes algorithm
—P(t] )ty fiti 1 S AN ]
— AR R IUAE 73 28 v i 45 FH AN [

THSHLRRE 5 HoR 2



¢ A
° 7[“%*%)'_\[ n—_‘/:\‘

o FNEX DU oy AR AR Y
o FhE UIMHEFEE IR

VRS SHR B



R -8y 434

= 52 R SR XA = UL By g i AT BEVIR B IR
P i

= A FEE A HLHE S B 4 2R

NI BAEHE S IR K

HHEEHLRE S HR



FhER LSt

20 E SO IR T, A B A5 2 a5 AT BE I 28591

C...p =argmax P(c|d)

ceC

M U ERE P(A|B) = HELAL

C__ =argmax Pl]e)P(c)
A P(d)

T BEP ()X A S B — 4, BRI AT DA 25 3
C.op = argmaxP(d | c)P(c)

ceC

THSHLRRE 5 HoR 2



PP R R ) SR AR BRI AR

° Q/\Ej

) B SRS A ) 25 A B R 1 5 BT AN [

— ZIAREH P(d|c) = P(<ty, ..., t,, ..., t.s>[c) » <ty,...,

t

Sreftd 1 H

L 515 91 (A

SN LA AL DGRV SR A e F 1 3R], a4t A A])
— DIZFFEH P(d|c) = P(<ey, ..., &, ..., 8y>[C), <€y,...,

e, ...

?f

A dH

1171

, ey INMEE R AR K ﬁg, R ZNEE 1A T

F 575

o PRI SO R IR TV
— P 7 VE R SO 2 TR X2 B A 18] 7 S AR A
MRV B SO A (R X A2 {0,13M

5

HEEHURE S AR 38



PR T A BB B R B T HY

Z WA AIP(d|c) = P(<ty, ..., t, ..., t.5[C)
— nd 2 SR B (A S5 B 280

- FE(C): ICI™

— B(t]c): MM« [CH (ARE)

B FFEAIP(|c) = P(<ey, ..., €, ..., €,,>[C)
— MR RV A A e T S 2

"JS«»: |CV&
“B(t[c): MACARIMZE, 54 SHERM e IR — /KB
EMHE

2 WU DUS5 R HAT A R A 2 B4

BAGTIR A Z S50, DAHREREMINSGED . B, %%
R A2 A PR, T2 I #4015 1 (data sparseness) i

H TSR ER, WX S HuH AT nl S5 TR A 4T 1)

TR A S BOREE



AL T S S VAR (45

NI ZHEH, g5 AN DU s PR AR e, RI28 e 3K
A, ABCRFIE 2 [A] 2 AH B AT HY

Multinomianl P(d |c) = P(<t,,...,.t, >c)= [ ] P(X, =t|c)
Bernoulli P(d [c) =P(<e,,...e, >[c)= | | P(U, =¢ |c)
FEARAFTINT FREENLIAEEX AU, XFE R FTAS H 1S
AN AT Bl B VR AT
o Xge XHEA Bk EMBENLIARE, P(X =t | ) el
PR It IR A Bk B A
SHATLAR B U R T00t 24 ia] IUAE SCRS s AN BT YO, HE 3
ITELL. P(U= 1|c)3K 7 B2t H AR SR e R, IX A
i LLEEAE B E FHIMEREZ IR, R B E .

TR A S BOREE



L

13-4 ZIW NBEH

(Unrsa® regrs Cnan=0) o1 niperD CUwro-1

13-5 NHBFNBEHR

THEHLRRE 5 HoR 2



Az DL B A7 B ST AR

o BIERRAH SR AL R, (EARWAE SO TR R B K Y
BRI A FE B, AT 2 BABERORGAIRE K2 S
Bt B
— et bean ) B 7E coffee 2 SCRY ) 55 14N B AN H B AE 55 2o B ) 5

AR ]

o A IUESCRS R B B B FEA RS AR o RA FEIE R

o WUAE 22 TUAEL AL TR 5] S8 AN AR e — A BT AR 8 (
positional independence), B 1a] I A Hr AN B H IR
e, HELRN TAEEA Bk ks WIS Ale, A

p(t,|c)=p(t,|c) Mnde|C|  2Me|C]|

o FLT RIS EMOSLER R, FATT R R EAL THO(Me|C))
N2 AR T B ZHP(t ) B IS A B AL T B Z HP(ej[c)
HA BN ZHO N — AR AR T H 5

TR A S BORERE



PR I EE R

#13-3 ZIRRARBF N EFIRBIAEL 5

SIRAAEE S FHER
B F&ERER XA R
BEHL 3 & X=¢, ¥ERY  HAELEME  U=1, YENY  HIEF
M HETRR d=<tiye.,lis .. lu> i€V d=<e,....e,...,ex> ec {0,1}
S LIt P(X =t|c) PWU, =e|c)
REMRN : HAA j%ﬁlJﬂX=ma P() [1,.,PW =¢lc)
0 Z R H Z g TER
XHKE BEAL TP 3+ ST B ST A0 1B 45 ST
SEHE RERB AL IR & Z4SE FIEBERIOBRESL

iAW the 9 14 it P(X =the[c)=0.05  {IE AR PUy, 1c)=1.0

THSHLRRE 5 HoR 2




o SRAEIRST AR FERRAE 28 E A I TE IR L 2 (8] AH
HNT, XA S2 BRSO R IR U LA BT BE ik
YR

o ZUIFAERFIREH T AL E MR, T B
ApE A A 22 fe e I I E A B, B DUE 2SR
AL ERE S . XA R 208 | HINE S A FH
18] P AH R AR B

« FrPANB X HARE T @ 7 3E% R Efe, MiX
NE X EE, e RE AR IENB T VE R 0 2R R 2

TR A S BOREE




AR WU oy va e Ve F R B

= B8 7E S5 A S ST PR AR BE ™ AN OL BB T, AN DL 8 5 vk A
SRBENS i R TAE . 54
£13-4 EMHOSHIETEREFHOTON, BEBHOTNT—EE%KE CRHNSKET

C1 C2 IRFEFERIZER
BEXBEP(c | d) 0.6 0.4 ¢
P(c) T P le) (AR (13-13)) 0.000 99 0.00 001

ok > WAL
NBf&it P(c|d) 0.99 0.01 e

fE;EzP(cgd)%BziJEHEﬁ(o 01), 1ML P(c,|d)# 1L =11 (0.99).
SN, RIR T ECGR TN 22015 0 fermr, FEANRIFES 0 A 5 |1
;ﬁﬁﬁzf€4M$ﬁMh&%ﬁ&§1HENBA%q—f%&nmﬂé%
R Ja 28 d U 2 TR ) 280 v

=R H bR 2 T IER SR A], R HER LA TR

=HERAAL T = BT, Sz FEA AL

TR A S BORERE



o ARDE
o FphzR DMK
o FhZR LM i A Bk Y
o FhE DIMHTELS

o FRAEIEFF

VRS SHR B



FHIEILFE

RIS AIE T 45378 % (Feature  Subset Selection), Ei
J& 1 1% £ (Attribute Selection) . :.FEI/‘A WS
FEIE IR T AE T B AN AT 7 ) A8 EI’JT:%‘EB%%%

« M NIhRE

— DR E R R . [RgE, A AEE T R, b

KAy

— BB SOT RFAE A R AR 22 TA] ) 2
« TEITIL

— i JEFFilter

— . A Wrapper
— #x A Embedding

TR A S BORERE



o I EFFilter
— BN B ERATRHMEIE R, REFIIGT 4. BE oL
- HER, FJiyd EEMR
e« A Wrapper Features — IEMEHE ' oure —» [REHiGIOR
— BRI R AR RE AR AR TEE RPN HET . BRI e %
1) H I AE 9 4e 78 1) 557 2 ik B i A A P BE AR IE 146

- AR, RRAER Al “Fﬂgéggprge L,
+ 1 \3tEmbedding -

— HI P B R E G AN 52 ) 2311 25 BB 10 93501

— A UF IR B e B 72 5 22 2 23 I 2Rl o — 14K,
P AE [ — MR 5 i, BIFE S S as Il Zrd 2 H 3
AT HRFEIE £ I Feature

I
> I

— Lasso, Ridge, /RE =2 All subset
ge, IREE] Features | — 3 |




7 RFFIEIE

o WAREF, HFEK AR RE—DEL4HEST
B, RE—ZEXT N — 1] T
o UFAEIEEE AT M VI ZRAEE H B g va] T A ade H — 356
TR 755 2RI FEAAE A IX
SEAE NHFIE
c KMIEIEFEAEM N TEEHR

— JE DG RO B A (8] R HE e o 2R 2 YR AN B
PR . XX T FRNB 2 #hH @E‘JUII}?? SN
NIRRT N E

— RFRMRE AL, fEmRAGIE

g

Ll

K

(0]

TR A S BORERE



o [

AT e ) 70 R DR AR R .

— B 5E FAS L3R 10 (4 arachnocentric) S 5 2 5l (

% 2 R AE (noise feature) 48 5 L8 i N\ 5 2 T =

g China) N & AR E B, HIZGEFIE K

arachnocentricté i #8 tH ILAE ChinaZk, 4% 2] Ja
F‘” 45 25 2% 2 4 A4 £y arachnocentric [ 31 358 SC kY

+F|Chinazs 3=,

. i;ﬂ] T I 2R AR IR 1 2
g RwE v 7 > (overfitting) .

_IEI/JTJ_

= IR
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SELECTFEATURES(D, ¢, k)

V <« ExTrRACTVOCABULARY(DD)

L« ]

for eacht e V

do A(t, ¢) «— CompPUTEFEATUREUTILITY(DD, £, C)
ArPEND(L, (A(t, c), t))

return FEATURESWITHLARGESTVALUES(L, k)
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AR RIRAEE BT

o A7 o BT S48 FTR T b
=L H TR B
= BRIE — e e A TA] T
= I {Z E (Mutual information) — %3 B & = HA
1) 3] Tt
= K77y 2(Chi-square)

ufi
CI

THSHLRRE 5 HoR 2



H 1z E.(Mutual information)
=A(t,c)>K F 1a] Tt AN 28 1] ¢ 1) # 22 B 15 2. (Expected Mutual

Information) ki1 5

=MIZ5 H F A R AT L 2 B AT 9 2 B BB e 580

A IR IS B
'%X:

[(U;C)= > > PU=e,C=¢,)log,

e, €{1,0} e €{1,0}

5 M EUE Ne=0.

= CtHe I EEVARE, Z3CEETRalch, EBUEN

e.=1, 5 NIHUE ve=0.

PU=e¢,C=¢))

P(U=e)P(C=c¢)
= U— 1 EMEV A=, SO BE R, BUE Ae=1,
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o T EHEH TR A SR R S
— NS AR B ST, IR AL BB 2
P(AB)=P(A)P(B)ak# P(A|B)=P(A) H.P(BJ|A)=P(B).
-%ﬁﬁﬁﬁt PS5 B 4 1 500 Hh BRI 3
HH 20
o EENEMIIMRIGRZFEE, y2BoK, AN,
FH I 8K (N=A+B+C+D)

N (AD —CB)?
(A+C)(B+D)(A+B)(C +D) L

xi(tc)=

O>x>e

~C
B
D
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7RV

s PP 2R TR BT, T Hoz i 2 s 2 5l 2R 2 58
N[ (PR Z [R] T AC 5E)
IR Z B NN 25 B 2R &R (FeaniddZ g il
RER)
H A EER JARER. FE. 7 I8 7 % (classification
accuracy) &5
YN BAE 20 KA B SO #AT A EE, AT ERE W
MbE TR RERIPNZETER. NSRBI NEE, #@FEE
T~V ) RV 22) A A il «

= 72 F-#4)(macro averaging ) & 7E 2R 5 2 (A 3R P34 {E,

= f-F ¥ (micro averaging) M| & K & SCAE R0 E R

TETAN— i, AR5 3T XA it ERAUR R s

—_—a

E
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TR BV R ARF,
=(H 27y BB B P 2R 2R &1 fe
=72 >F- 5 (Macroaveraging)
= XRMESC PR RETHE—AF E
= XFC N4 B R 35 Average these C numbers
= fi~F- 1 (Microaveraging)
= XFEBEEC PRI KA ETP. FPHIFN
= CRCHRIX L BN
= ETF2INMTP. FP. FNiH5IP. RAIF,
#*13-8 HBEHIFBEHINITE

2501 2502 ZimEk
- - SHi Su KPR SEBR
=P yes =P NO
ST S ves o Jos o
¥ Eyes 10 10 HE 90 10 ¥ Eyes 100 20
yes
¥H|ZE no 10 970 HE 10 890 HE 20 1860
no no

E ¢ KRR RRKREGRLEETIZR ) HE RTNEDRB[OHERR. THH , ZFHEREEHN[10(10+ 10) +

90.(10 + 90)]2 = (0.5 +0.9)2=0.7 ,

MG IEFERF 100(100 + 20) ~ 0.83,
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TF11

L2 I T 1

SRR, BT BB IR/

-4

-
-z

Wi 15 A ) 1
FRAL ST BCAE

CBIECH Briksg, BT AFERCT 2935 A K

— B, RGHIGICT 1Y 1R 7 2 (0.83) B #1T ¢, 36 Y 1B 7

(0.9),

15 ¢y 2RI IE

JEc, 15 1%,

T 29 SE PR _Ee O S RS B — N RCR E & dR

Al

b WREERNK EHOMER, R R

W05 MZEA, XA A,

iIPNAN

RAEERA

T LR 2 SR B
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o HHARTASZE? Taxonomies and
Classification

o AR DI 28857
Copy = argmax P(c| d) occargmax P(c) [ | P(t, |c)

ceC 1<k <ny

o AN DU o3 2 25 1 A Rl AY
o FMNER DU A48 B4 I
— AR 5 & A B SRR A
o HRFIEFE: BAEE. y2 KT &E. IR
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