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ABSTRACT
By reading reviews and product attributes, e-commerce question-
answering task aims to automatically generate natural-sounding
answers for product-related questions. Existing methods, however,
typically assume that each review and each product attribute are
semantically independent, ignoring the relation among all these
multi-type texts. In this paper, we propose a review-attribute het-
erogeneous graph neural network (abbreviated as RAHGNN) to
model the logical relation of all multi-type text. RAHGNN consists
of four components: a review-attribute heterogeneous graph con-
structor, a question-aware input encoder, a heterogeneous graph
relation analyzer, and a context-based answer decoder. Specifically,
after constructing the heterogeneous graph with reviews and prod-
uct attributes, we derive the initial representation of each review
node and attribute node based on question attention network and
key-value memory network respectively. RAHGNN analyzes the
relation according to the subgraph structure and subgraph semantic
meaning using node-level attention and semantic-level attention. Fi-
nally, the answer is generated by the recurrent neural network with
the relation representation as context input. Extensive experimental
results on a large-scale real-world e-commerce dataset not only
show the superior performance of RAHGNN over state-of-the-art
baselines, but also demonstrate its potentially good interpretability
for multi-type text relation in product-aware answer generation.
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• Information systems → Question answering.
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Q1:	Dose	The	design	of	this	tops	
looks	baggy?	
	
Q2:	What	are	 the	garment	care	
instruc;ons	for	this	top?	

A1:	The	design	of	this	tops	looks	baggy.	
A2:	Hand	wash	in	cold	water,	or	dry	clean.	

Women's	 Knit	 Tunic	
Tops	 Loose	 Long	
Sleeve	 Bu6on	 Up	 V	
Neck	Shirts�

Ques>ons	

Reviews	

Answers	

Transfer	
Rela8on�

Supplement	
Rela8on�

R1:	The	clothes	is	so	beau;ful,	it	
designs	with	 bat	 sleeve,	 buAon	
down	style,	and	v-nect.		
	
R2:	Bat	sleeve	looks	baggy.	So	I	
send	it	back	to	get	a	small	one.	
	
R3:	I	hand	wash	it	in	cold	water	
and	the	shape	hold	up	well.	But	
when	 I	 use	 hot	 water,	 it	
becomes	shrink	and	fade.	

Product	A6ributes	
	

*Size:	Fits	true	to	size.	
*Type:	Tops/Tunics	
*Style:	 Make	 you	 beau;ful,	
fashionable,	sexy	and	elegant.	
*Occasion:	 Summer	 beach/
casual/party/evening/wedding/
holiday.		
*Garment	Care:	Hand	wash,	dry	
clean	
*Collar:	V-Neck.	

Figure 1: Examples of the multi-type text relation for
product-aware question answering.

1 INTRODUCTION
To increase the number of sales, most e-commerce portals provide
a question-answering (QA) service to facilitate the customers’ shop-
ping procedure by answering their questions about products [13,
39]. With the QA system, the potential customers can consult the
consumers who purchased the same product before [5, 20, 27] for
additional information (e.g., the accuracy of clothes’ size, using
experience, quality) about the product. One major limitation of
such a QA system is that most questions cannot be answered in
time. Due to the lack of timely answers, potential customers have
to read the product’s reviews by themselves instead of finding the
desired information. However, the information provided by reviews
is usually overloaded and contradictory. To obtain their desired in-
formation, customers have to extract and reason the semantic units
in reviews for proper answers [14, 15]. Such a complex information-
acquiring procedure significantly increases the difficulty for users
to obtain useful product-related information. A more complicated
information-acquiring procedure can directly lead to a lower buy-
ing inclination of customers. Therefore, designing a more effective
and efficient product-aware question-answering system becomes
more and more important in the e-commerce area.

To achieve automatic question answering, most existing ap-
proaches concentrate on analyzing the product’s reviews to produce
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proper answers [5, 7, 8, 11, 26, 50]. Among existingmethods, some of
them [23, 46–49] are based on information extraction from reviews,
which directly use a relevant review or collect a review span to
produce the answer to a specific question. However, since most
questions cannot be answered only by using review spans, the
generation-based models are recently proposed to obtain a more
natural and informative answer. Based on the product’s attributes
and reviews, such generation-based algorithms [15, 33] usually
directly produce proper answers from scratch.

One major limitation of existing approaches is that they usually
analyze each review and the corresponding attribute of the product
individually, i.e., they neglect the relationship between different
reviews/attributes of the product. To answer specific questions in
the wild, it is necessary to take the text information from different
reviews and attributes into consideration. As shown in Figure 1,
Q1 asks “Does The design of this tops looks baggy?”. R1 and R2 do
not answer this question directly. But they provide a common
entity “bat-like sleeve”. If we transfer the information provided
by R1 and R2 to answer Q1 indirectly, it is easy to generate the
answer that “The design of this tops looks baggy”. We demonstrate
another example in Q2, which asks “What are the garment care
instructions for this tops?”. It is hard to produce the answer to this
question from scratch. However, if we refer to the product attribute
Garment Care and R3, which says “Hand wash, dry clean” and
“hand wash it in cold water”, respectively. We can easily obtain an
accurate answer to Q2 by combining the context of the review
and the attribute together, which provides more details against the
answer generated by only using the product attribute. The above
examples show that we may generate more accurate and pleasing
answers to complex questions by integrating, understanding, and
reasoning over the information of reviews and product attributes
in combination. Whereas, processing multi-source information is
non-trivial since the product attributes and reviews usually are
different types of text and come from completely different sources
– product attributes are key-value pairs given by the sellers while
reviews are raw text written by customers.

To sufficiently understand and reason the relation information
and its inner logic onmulti-type texts, we propose a review-attribute
heterogeneous graph neural network (RAHGNN) for product-aware
answer generation. RAHGNN differentiate existing methods in its
ability to understand and reason the relation between multi-type
texts. Specifically, in RAHGNN, nodes represent the entity of in-
formation (e.g., reviews and attributes), and edges represent the
relation between entities. To generate the answer to a product-
related question, we first employ an attention mechanism to model
the interactions between the question and its reviews, which is later
used as the review node’s initial embedding. Besides, we introduce
a key-value memory network to extract the relevant information
between question and attribute as the initial embedding of the at-
tribute node. Then, RAHGNN learns the logical relation between
entities in heterogeneous graph by subgraph representation and
subgraph integration. To capture the complex structure in each
subgraph, we employ the node-level attention to discriminate the
importance of meta-path based neighbors. To fuse the semantic
information of all subgraphs, we introduce the semantic-level at-
tention to learn the corresponding attention values of different
subgraphs concerning a specific question. Through information

propagation in the heterogeneous graph, logical relation informa-
tion of entities exchanges and reasons sufficiently. Finally, inspired
by the sequence-to-sequence architecture with the attention mecha-
nism, we propose a recurrent neural network (RNN) based decoder,
which uses the relation representation as the context vector to gen-
erate answers. Our experiments demonstrate the effectiveness and
efficiency of RAHGNN in generating both accurate and informative
answers to product-related questions in e-commerce. In summary,
our contributions of this paper are three-fold:

• To our best knowledge, RAHGNN is the first algorithmwhich
can understand/reason/inference relations between multi-
type texts for generating complex product-aware answers.

• RAHGNN uncovers the intrinsic relations between a specific
question and the corresponding multi-type texts (reviews
and attributes), which shows its good interpretability.

• Extensive experiments on a large-scale real-world dataset
show that RAHGNN outperforms state-of-the-art baselines
in generating natural-sounding answers to product-related
questions in e-commerce scenarios.

2 RELATEDWORK
Product-aware question answering in e-commerce is an impor-
tant task that has drawn much attention in recent years. Many
works focus on aspect-based extraction and opinion mining from
user reviews to answer the given question. Yu et al. [48] propose a
new framework which can accurately identify aspects in the ques-
tions with the help of the hierarchy and retrieve the corresponding
review fragments relevant to the aspects from the hierarchy as the
answer. Yu et al. [49] propose to learn latent aspect-specific embed-
dings of reviews by aspect analytic model to predict the answer.
McAuley et al. [23] propose a relevance function to determinewhich
reviews contain relevant information, and a prediction function to
vote on the correct answer aspect based on the relevant reviews.
Recently, several ranking based models also have been developed
for e-commerce question answering. Cui et al. [5] propose to get
candidate sentences by searches the related queries and rank all
candidate sentences with a regression based ranking framework.
Yu et al. [47] propose an online system for question answering
which the goal is to retrieval the nearest question in the knowledge
base for a given customer question. With the emergence of neu-
ral networks, some generative product-aware question answering
models, which generate an answer from scratch, have also been
proposed. Gao et al. [14, 15] use the Wasserstein distance based
adversarial learning method to learn to denoise the review text and
product attribute to generate answers. Chen et al. [3] propose a
review-driven answer generation framework which automatically
generates answer in natural language based on a noise-tolerant
solution. Zhang et al. [50] propose a conformal prediction based
framework which can reject unreliable answers to improve concise
and accurate for answering the product question.

However, above models generate answers utilize simple review
analysis methodswhich deal with each review independently. These
methods are unable to grasp sufficient relational and logical infor-
mation among reviews. To the best of our knowledge, RAHGNN is
the first to model the relation of unstructured reviews and struc-
tured product attributes to facilitate natural answer generation.
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Figure 2: Overview of RAHGNN. We divide RAHGNN into four parts: 1) Graph constructor creates a heterogeneous graph
from a set of reviews and product attributes. 2) Information encoder learns the embeddings of reviews and product attributes
as nodes initial representation by using question matching attention. 3) Multi-type text reasoning module grasps logical rela-
tion of heterogeneous graph by subgraph structure and subgraph semantic integration. 4) Answer decoder generates answers
according to the logical relation and question context.

Graph neural networks (GNNs) which aim to extend the deep
neural network to deal with arbitrary graph-structured data are
introduced in [30]. Kipf et al. [19] propose a graph convolutional
network via a localized first-order approximation to encode both
local graph structure and features of nodes. With the development
of attention mechanisms, Petar et al. [38] propose to introduce the
attention mechanism to learn the importance between nodes and
its neighbors for graph based applications. Graph neural networks
have been successfully applied into recommender systems [41].
Social-aware links have also been combined into graph neural net-
works to model user behaviors [45]. Recently, there are also some
preliminary works of applying graph neural network for question
answering. Song et al. [32] propose a graph-based method to better
connect global evidence of passage for reading comprehension. Cao
et al. [2] propose a bi-directional attention graph network to lever-
age relations between nodes in an entity graph to answer question.
Besides, graph neural networks also have been used in recommen-
dations for inference [9, 10, 44]. However, the above graph neural
network cannot deal with various types of nodes and edges and
can only be applied to the homogeneous graphs.

3 PRELIMINARIES
In this section, we formulate heterogeneous graph for reviews and
attributes. And define the product-aware question-answering task.

3.1 Problem Formulation
In this paper, we propose a heterogeneous graph to represent
information, such as reviews and product attributes. The structure
of a heterogeneous graph is shown in Figure 2. For a heterogeneous
graph 𝐺 = (𝑉 , 𝐸), 𝑉 and 𝐸 denote the set of nodes and the set of
edges in the graph. The nodes 𝑉 consist of the set of reviews 𝑋𝑟 ,
and the set of product attributes 𝑋𝑎 . The edges 𝐸 have three types,

Review-Review edges 𝐸𝑟𝑟 that reflect the relations between reviews,
Review-Attribute edges 𝐸𝑟𝑎 that describe the interaction between
reviews and product attributes, and Attribute-Attribute edges 𝐸𝑎𝑎
that express the relation between attributes.

In our e-commerce question answering heterogeneous graph,
review nodes are provided by other consumers who purchased the
same product before, and attribute nodes are key-value pairs to
describe the product. The Review-Review edge describes common
words appearing in both reviews. The Review-Attribute edge means
that the review contains the attribute keywords. The Attribute-
Attribute edge represents that the attributes contain the samewords.

According to the types of edges, the heterogeneous graph can
be divided into three subgraphs: Review-Review subgraph, Review-
Attribute subgraph, and Attribute-Attribute subgraph. 1) Review-
Review subgraph: The nodes in Review-Review subgraph are
reviews in the heterogeneous graph. The edges in the subgraph
are the relation between reviews. 2) Review-Attribute subgraph:
The nodes in Review-Attribute subgraph are reviews and attributes
in the heterogeneous graph. The edges in the subgraph are the in-
teractions between reviews and attributes. 3) Attribute-Attribute
subgraph: The nodes in Attribute-Attribute subgraph are attributes
in the heterogeneous graph. The edges in the subgraph are the re-
lation between attributes.

3.2 Product-aware Question Answering
When people purchase products offline, questions about diverse
aspects of the product are often issued before they make the final
decision. To cater users’ need, e-commerce services assist users in
posing product-specific questions to other consumers who have
previously purchased the same product before. For e-commerce
scenarios, The reviews of products are a fruitful resource to answer
these product-aware questions, because opinions from many users
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can be well revealed through the reviews. Product attributes can
also help provide answers, as they describe the characteristics of the
product more detailed. Thus the product-aware question answering
can be formulated as automatically generating accurate and infor-
mative answers in natural language for a product-aware question
based on the corresponding reviews and product attributes.

For a product, we assume there is a question𝑋𝑞 = {𝑥1, 𝑥2, ..., 𝑥𝑇𝑞 },
𝑇𝑟 reviews 𝑋𝑟 = {𝑅1, 𝑅2, ..., 𝑅𝑇𝑟 }, and 𝑇𝑎 key-value pairs of product
attributes𝑋𝑎 = {(𝐴𝑘

1 , 𝐴
𝑣
1), (𝐴

𝑘
2 , 𝐴

𝑣
2), ..., (𝐴

𝑘
𝑇𝑎
, 𝐴𝑣

𝑇𝑎
)}, where𝐴𝑘 is the

name of 𝑖-th attribute and 𝐴𝑣 is the attribute content. Given a ques-
tion 𝑋𝑞 , an answer generator reads the reviews 𝑋𝑟 and attributes
𝑋𝑎 , then generates an answer 𝑌 = {𝑦1, 𝑦2, ..., ˆ𝑦𝑇𝑦 }. The goal is to
generate an answer 𝑌 that is not only grammatically correct but
also consistent with opinions in the reviews and product attributes.
Essentially, the generator tries to optimize the parameters to max-
imize the probability 𝑃 (𝑌 |𝑋𝑞, 𝑋𝑟 , 𝑋𝑎) =

∏𝑇𝑦
𝑡=1 𝑃 (𝑦𝑡 |𝑋

𝑞, 𝑋𝑟 , 𝑋𝑎),
where 𝑌 = {𝑦1, 𝑦2, ..., 𝑦𝑇𝑦 } is the ground truth answer.

4 MODEL
RAHGNN is designed to grasp sufficient relational and logical in-
formation to reason answers. As depicted in Figure 2, RAHGNN is
split into three components: an information encoder, a multi-type
text reasoning component, and an answer decoder.

4.1 Information Encoder
In RAHGNN, the input information includes reviews and product
attributes. We encode the review text into vector representations by
matching the relevance of the given question. And for the attributes,
we store the product attributes into a key-value memory network
according to the correlation score between the key and the question.

Review Encoder: Given a question 𝑋𝑞 = {𝑥1, 𝑥2, ..., 𝑥𝑇𝑞 }, and
a review 𝑅𝑖 = {𝑟1, 𝑟2, ..., 𝑟𝑇 𝑖

𝑟
}. Following [4], we first employ bi-

directional recurrent neural network (Bi-RNN) to model the tempo-
ral interactions between words in question and review, respectively:

ℎ
𝑞
𝑡 = Bi-RNN𝑞 (𝑥𝑡 , ℎ𝑞𝑡−1), ℎ𝑟𝑡 = Bi-RNN𝑟 (𝑟𝑡 , ℎ𝑟𝑡−1),

where 𝑥𝑡 is the embedding of 𝑡-th word in question 𝑋𝑞 , 𝑟𝑡 is the
embedding of 𝑡-th word in review 𝑅𝑖 . And the ℎ𝑞𝑡 , ℎ

𝑟
𝑡 denote the

hidden state of 𝑡-th step in Bi-RNN.We use the final hidden stateℎ𝑞
𝑇𝑞

of Bi-RNN𝑞 to represent the question sentence 𝑋𝑞 . Following [31,
43], we here choose the LSTM as the cell of Bi-RNN.

In order to demote the question-oriented salient part of the
review, we proposed an attention-based method to consider the
focus point of question into the review representation. Specifically,
we add an additional gate to learn the relevance between question
𝑋𝑞 and review 𝑅𝑖 via a soft-alignment.

𝑠𝑛𝑗 = 𝑣⊺tanh(𝑊𝑞ℎ
𝑞
𝑛 +𝑊𝑟ℎ

𝑟
𝑗 ),

𝑠 𝑗 = max(𝑠1𝑗 , 𝑠
2
𝑗 , ..., 𝑠

𝑇𝑞
𝑗
),

𝛼 𝑗 = exp(𝑠 𝑗 )/
𝑇 𝑖
𝑟∑

𝑡=1
exp(𝑠𝑡 ),

where𝑊𝑞 ,𝑊𝑟 , 𝑣 are all trainable parameters, 𝑇𝑞 is the text length
of question 𝑋𝑞 . 𝛼 𝑗 refers to the importance score of the 𝑗-th word
in the review text given the question 𝑋𝑞 .

Thereafter, we adopt an attention-pooling operation on each
review hidden state ℎ𝑟𝑡 to produce question-aware review represen-
tation. So we get the semantic representation 𝑟𝑖 of review 𝑅𝑖 as

𝑟𝑖 =

𝑇 𝑖
𝑟∑

𝑡=1
𝛼𝑡ℎ

𝑟
𝑡 ,

where 𝑇 𝑖
𝑟 refers to the text length of review 𝑅𝑖 . We use 𝑟𝑖 as the

initial node representation of review node 𝑅𝑖 in the review-attribute
heterogeneous graph.

Attribute Encoder: The attributes of a product are key-value
pairs which can be seen as structured knowledge data in our task.
As key-value memory network (KVMN) has shown effective on
structured data utilization tasks [18, 24, 36], in our framework, we
employ KVMN to analyze product attributes for answer generation.
Correspondingly, we store the representation of each attribute’s
key and value in the KVMN. The read operation in our KVMN is
divided into two steps: key matching and value combination.

Specifically, given attribute key 𝐴𝑘
𝑖

= {𝑎𝑘1 , 𝑎
𝑘
2 , ..., 𝑎

𝑘

𝑇 𝑖
𝑘

} and at-

tribute value 𝐴𝑣
𝑖
= {𝑎𝑣1, 𝑎

𝑣
2, ..., 𝑎

𝑣

𝑇 𝑖
𝑣

}, following [4], we use Bi-RNN
to extract features of key and value to get semantic representation:

ℎ𝑘𝑡 = Bi-RNN𝑘 (𝑎𝑘𝑡 , ℎ𝑘𝑡−1), ℎ𝑣𝑡 = Bi-RNN𝑣 (𝑎𝑣𝑡 , ℎ𝑣𝑡−1),

where 𝑎𝑘𝑡 , and 𝑎
𝑣
𝑡 is the embedding of 𝑡-th word in attribute key 𝐴𝑘

𝑖

and attribute value 𝐴𝑣
𝑖
, respectively. ℎ𝑘𝑡 , ℎ

𝑣
𝑡 is the hidden state of

𝑡-th step of Bi-RNN.
The goal of the key matching step is to calculate the relevance

between each word of attribute key to the given question 𝑋𝑞 . The
matching score 𝑃 (𝑎𝑘

𝑗
|𝑋𝑞) for 𝑗-th word of key is calculated as

𝑃 (𝑎𝑘𝑗 |𝑋
𝑞) =

exp(ℎ𝑞
𝑇𝑞
𝑊𝑘ℎ

𝑘
𝑗
)∑𝑇 𝑖

𝑘

𝑡=1 exp(ℎ
𝑞

𝑇𝑞
𝑊𝑘ℎ

𝑘
𝑡 )

,

where𝑊𝑘 is a trainable key matching parameter to transform ques-
tion representation and key representation into a same space, and
𝑇 𝑖
𝑘
is the text length of attribute key 𝐴𝑘

𝑖
.

In the value combination step, we need to extract the related
value information for each word of the key, firstly. Following [28],
we use the bi-linear layer to obtain the relevant information repre-
sentation of value for keyword 𝑎𝑘

𝑗
.

𝑣 𝑗 = ℎ𝑘𝑗𝑊𝑣ℎ
𝑣

𝑇 𝑖
𝑣
,

where𝑊𝑣 is the matching parameter. Then we use keyword match-
ing score 𝑃 (𝑎𝑘

𝑗
|𝑋𝑞) to produce a weighted sum of all related infor-

mation representation of value since a keyword with high matching
score is more related to the question, so should take a larger pro-
portion in overall attribute representation. The question-aware
attribute representation 𝑎𝑖 , for initializing the attribute node in the
review-attribute heterogeneous graph, can be calculated as

𝑎𝑖 =

𝑇 𝑖
𝑘∑

𝑗=1
𝑃 (𝑎𝑘𝑗 |𝑋

𝑞)𝑣 𝑗 .
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4.2 Multi-type Text Reasoning
To comprehend the relational and logical information among re-
views and product attributes, we propose an attention-based hetero-
geneous graph neural network to track the information propagation
among different types of text. Our attention-based heterogeneous
graph neural network is composed of three major steps: subgraph
representation, subgraph integration, and information propagation.

Subgraph Representation: We initialize the review node 𝑅𝑖
and product attribute node (𝐴𝑘

𝑖
, 𝐴𝑣

𝑖
) by the review representation

𝑟𝑖 and the product attribute representation 𝑎𝑖 , respectively. Due to
the heterogeneity of nodes, different types of nodes have different
feature spaces. Following [16], for each type (𝜙) of nodes, we design
the type-specific transformation matrix 𝑀𝜙 to project the features
of different types of nodes into the same feature space.

𝑔𝑖 = 𝑀𝜙𝑛
′
𝑖 ,

where 𝑛′
𝑖
and 𝑔𝑖 are respectively the original and projected rep-

resentations of node 𝑖 , and 𝜙 is the type of node 𝑖 , which can be
review or product attribute.

To inject the structural information in each subgraph, we lever-
age self-attention [37] to learn the weight among neighbors. Given
a node 𝑖 , and its neighbors 𝑁Φ𝑚

𝑖
which are connected in the sub-

graph Φ𝑚 , the node-level attention 𝛼
Φ𝑚
𝑖, 𝑗

can be learned. The 𝛼Φ𝑚
𝑖, 𝑗

means how important the neighbor node 𝑗 will be for the node 𝑖 .
The node-level attention can be calculated as follows,

𝛼
Φ𝑚
𝑖, 𝑗

=
exp(𝑔 𝑗𝑊𝑁𝑔𝑖 )∑

𝑛∈𝑁 Φ𝑚
𝑖

exp(𝑔𝑛𝑊𝑁𝑔𝑖 )
,

where𝑊𝑁 is relation parameter. Then, the subgraph-based neighbor
embedding of node 𝑖 can be aggregated by the neighbor’s projected
features with the corresponding coefficients as follows:

𝑢
Φ𝑚
𝑖

=
∑

𝑗 ∈𝑁 Φ𝑚
𝑖

𝛼
Φ𝑚
𝑖, 𝑗

𝑔 𝑗 .

To capture the node and it’s neighbor information, we concatenate
the representations to obtain the subgraph-based node embedding:

𝑛
Φ𝑚
𝑖

= [𝑔𝑖 × 𝑢
Φ𝑚
𝑖

;𝑔𝑖 ;𝑢Φ𝑚𝑖 ],
where × denotes the element-wise multiplication, and [·; ·] denotes
the concatenation of two vectors.

Subgraph Integration: Inspired by Wang et al. [42], each node
in a heterogeneous graph contains multiple types of semantic in-
formation and each semantic information is revealed by subgraphs.
To learn a more comprehensive node embedding, we proposed a
semantic-level attention to automatically learn the importance of
different subgraphs and aggregate them for the semantic fusion.

To learn the importance each subgraph, we first transform the
subgraph-based node embedding through a nonlinear transforma-
tion. Then we measure the importance of subgraph as the similarity
of transformed embedding with question 𝑋𝑞 . The importance of
subgraph Φ𝑚 , denoted as𝑤Φ𝑚

𝑖
, is shown as follows,

𝑤
Φ𝑚
𝑖

= ℎ
𝑞

𝑇𝑞
tanh(𝑊𝑠𝑛

Φ𝑚
𝑖

+ 𝑏),

where𝑊𝑠 is the weight matrix, 𝑏 is the bias vector, ℎ𝑞
𝑇𝑞

is the seman-
tic representation of question 𝑋𝑞 . All above parameters are shared
for all subgraphs. After obtaining the importance of each subgraph,

we normalize them via softmax function. The weight of subgraph
Φ𝑚 for node 𝑖 , denoted as 𝛽𝑖,𝑚 can be obtained as follows,

𝛽𝑖,𝑚 = exp(𝑤Φ𝑚
𝑖

)/
𝑀∑
𝑗=1

exp(𝑤Φ𝑗

𝑖
),

which can be interpreted as the contribution of the subgraph for
question-aware semantic representation. Obviously, the higher 𝛽𝑖,𝑚 ,
the more important subgraph Φ𝑚 is. With the learned weights
as coefficients, we can fuse these subgraph-base embeddings to
produce the finial semantic embedding 𝑛𝑖 as follows,

𝑛𝑖 =

𝑀∑
𝑚=1

𝛽𝑖,𝑚𝑛
Φ𝑚
𝑖

,

where𝑀 is the number of subgraphs.
Semantic Information Propagation: To explore the higher-

order connectivity information of reviews and product attributes,
following [40], we stack 𝑇 layers of subgraph representation and
subgraph integration. Each layer 𝑘 takes the semantic node embed-
ding from the previous layers as input, and outputs the updated
node semantic embedding after the current diffusion process fin-
ishes. The updated node semantic embeddings are sent to the 𝑘 + 1
layer for the next diffusion process.

4.3 Answer Decoder
Our proposed model RAHGNN generates an answer based on the
question and the logical information extracted from the review-
attribute heterogeneous graph. Following [22], we adopt an attention-
based RNN answer decoder to generate answers. At each decoding
step, a context vector summarizing the input question and the
logical information is fed into the decoder.

We initialize the decoder state 𝑑0 with the question and logical
information. We concatenate the question and the sum of node
semantic embedding and apply a linear transform to map these
features into the same space. The 𝑡-th decoding step is shown as

𝑑0 =𝑊𝑑 [ℎ
𝑞

𝑇𝑞
;
𝑇𝑟+𝑇𝑎∑
𝑗=1

𝑛 𝑗 ] + 𝑏𝑑 , 𝑑𝑡 = Bi-RNN𝑑 (𝑑𝑡−1, [𝑐𝑡−1;𝑦𝑡−1]),

where𝑊𝑑 , 𝑏𝑑 are the trainable parameters, 𝑑𝑡 is the hidden state of
𝑡-th decoding step, and 𝑐𝑡−1 is the context vector. We concatenate
the question context 𝑐𝑄𝑡 and the logical information context 𝑐𝐺𝑡
with a balance gate 𝛾 which is determined by decoder state 𝑑𝑡 to
obtain the context vector 𝑐𝑡 :

𝑐𝑡 = [𝛾𝑐𝐺𝑡 ; (1 − 𝛾)𝑐𝑄𝑡 ], 𝛾 = 𝜎 (𝑊𝑐𝑑𝑡 + 𝑏𝑐 ) .
Similar with the seq2seq with attention mechanism [1], we use

the hidden state of previous step 𝑑𝑡−1 to attend the question hidden
states to get the question context 𝑐𝑄𝑡 :

𝑞′𝑖,𝑡 = 𝑧
⊺
𝑞 tanh(𝑊

𝑞
𝑠 ℎ

𝑞

𝑖
+𝑊 𝑞

𝑑
𝑑𝑡 ),

𝑞𝑖,𝑡 = exp(𝑞′𝑖,𝑡 )/
𝑇𝑞∑
𝑗=1

exp(𝑞′𝑗,𝑡 ),

𝑐
𝑄
𝑡 =

𝑇𝑞∑
𝑖=1

𝑞𝑖,𝑡ℎ
𝑞

𝑖
,
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where𝑊 𝑞
𝑠 ,𝑊

𝑞

𝑑
, and 𝑧𝑞 are trainable parameters. The algorithm of

attending node semantic embeddings is same as attending question
hidden states, we produce logical information context 𝑐𝐺𝑡 as follows,

𝑒 ′𝑖,𝑡 = 𝑧
⊺
𝑔 tanh(𝑊

𝑔
𝑠 𝑛𝑖 +𝑊

𝑔

𝑑
𝑑𝑡 ).

𝑒𝑖,𝑡 = exp(𝑒 ′𝑖,𝑡 )/
𝑇𝑟+𝑇𝑎∑
𝑗=1

exp(𝑒 ′𝑗,𝑡 ) .

𝑐𝐺𝑡 =

𝑇𝑟+𝑇𝑎∑
𝑖=1

𝑒𝑖,𝑡𝑛𝑖 ,

where𝑊 𝑔
𝑠 ,𝑊

𝑔

𝑑
, and 𝑧𝑔 are trainable parameters.

The context vector 𝑐𝑡 is denoted as a representation of semantic
meaning of question and logical information of reviews and product
attributes. We concatenated with the decoder state 𝑑𝑡 with the
context vector 𝑐𝑡 and then fed into a linear transformation layer to
produce the generated word distribution 𝑃𝑣 over the vocabulary:

𝑜𝑡 =𝑊𝑜 [𝑑𝑡 ; 𝑐𝑡 ] + 𝑏𝑜 , 𝑃𝑣 = softmax(𝑊𝑣𝑜𝑡 + 𝑏𝑣),

where𝑊𝑜 ,𝑊𝑣 , 𝑏𝑜 , 𝑏𝑣 are transformation parameters. At the 𝑡 decod-
ing step, the loss is the negative log likelihood of the target word 𝑦𝑡 :

𝑙 = − 1
𝑇𝑦

𝑇𝑦∑
𝑡=1

log𝑃𝑣 (𝑦𝑡 ) .

5 EXPERIMENTS
To evaluate our proposed method in reasoning on reviews and
product attributes, following [15], we conduct our experiments
on the large-scale datasets from JD (https://github.com/gsh199449/
productqa), which is one of the largest e-commerce websites in
China. In the collected data, each question-answer pair is associ-
ated with the reviews and attributes of the corresponding product.
Most questions in the dataset are about personal user experience
and product characteristics. We use BM25 to evaluate the relevance
between reviews and questions, and remove all questions without
any related reviews. In our experiments, if the related review num-
ber is more than 50 for one question, we need to filter out the top
related 50 reviews to join the training process. We split the whole
dataset into training set, validation set, and testing set. In total,
JD dataset contains 469,953 products and 38 product categories.
Detailed statistics of the datasets are given in Table 1.

Table 1: Statistics of JD question answering datasets. #(q,a):
the number of question-answer pairs; Len(q): the average
length of question; Len(a): The average length of answer;
Avg(|attr|): the average number of attributes for a question;
Avg(|r|): the average number of reviews for a question.

Subset #(q,a) Len(q) Len(a) Avg(|attr|) Avg(|r|)
Train 460000 13.82 11.22 15.03 2364.50
Validation 4955 13.94 11.53 15.04 2721.76
Test 5000 13.83 11.62 15.22 1922.46

5.1 Baselines
We will evaluate our models against popular and state-of-the-art
review driven product question answering baselines and several
alternative techniques, including:

S2SA [34]: The Seq2Seq model with attention mechanism has
been proposed for language generation task. We use seq2seq frame-
work as baseline method. No product-related review information is
provided, the input sequence is question and ground truth output
sequence is the answer.

S2SAR [34]: A simple method which can incorporate the review
information when generating the answer. Different from the S2SA,
an RNN is used to read all the reviews and concatenate the final
state of this RNN with encoder final state as the initial state of
decoder RNN.

SNet [35]: A two-stage state-of-the-art model which extracts
some text spans and synthesis the answer from those spans. Our
dataset does not have text span label ground truth for training the
evidence extraction module, so we only use the passage ranking
loss, the ground truth rankings are produced by BM25 score. We
use the predicted extraction probability to do weighted sum of the
original review word embeddings, and use this representation to
feed into the answer generation module.

IMCP [50]: A conformal prediction based framework, which
rejects unreliable answers so that the returned results are more
concise and accurate at answering the product question.

QS [17]: This is a model for generating summaries of documents
with respect to a query, which is a sequence-to-sequence model
with attention and a pointer mechanism. Both encoders, as well as
the decoder, use RNNs with LSTM. We use the product reviews as
original passages and the answer as a summary to train the model.

RAGE [3]: A noise-tolerant solution based on convolutional neu-
ral networks to generate natural answers for product-related ques-
tions. The relevant review snippets are extracted from the reviews
of the corresponding product. The attention and gate mechanism
are utilized to highlight the relevant part presented in the auxiliary
review snippets against the question context.

PAAG [15]: An end-to-end learning method to extract the fact
that is helpful for answering questions from reviews and attributes.
Attention based review reader and attribute reader are combined
with the Wasserstein distance based adversarial learning method
to learn to denoise the review text.

5.2 Evaluation Metrics
Following previous work, we employ BLEU [19] to measure the
quality of generated sentences by computing overlapping lexical
units (e.g., unigram, bigram) with the reference sentence. A BLEU
score can range from 0 to 1, where higher scores indicate closer
matches to the reference answer, and where a score of 1 is assigned
to a generated answer which exactly matches the reference answer.

To examine whether the methods can generate diverse answers,
we also evaluate generated responses by calculating the number of
distinct n-grams [21].

We also consider three embedding-based metrics to compute the
semantic relevance between the generated and reference answer.
An answer representation can be obtained by averaging the embed-
dings of all the words in that answer, of which the cosine similarity
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Table 2: BLEU, Distinct, and embedding scores comparison between baselines on JD question answering dataset. Boldface
scores indicate best results, and significant improvements over the best baseline are marked with ∗ (t-test, 𝑝 < 0.05).

Model BLEU BLEU2 BLEU4 Distinct-2 Distinct-4 Average Greedy Extrema
S2SA 1.6186 3.1437 0.1706 0.0847 0.3014 0.410013 98.653415 0.269461
S2SAR 1.7549 3.2156 0.2142 0.0928 0.3236 0.419979 99.742679 0.278666
SNet 0.9550 2.5374 0.0597 0.0633 0.2572 0.397162 95.791356 0.277781
IMCP 1.5632 2.8890 0.1572 0.0938 0.3092 0.378439 94.834892 0.264771
QS 1.6848 2.9508 0.2119 0.1092 0.3273 0.400291 93.255031 0.252164
RAGE 1.9934 3.4034 0.2518 0.1329 0.4218 0.422442 99.987672 0.303666
PAAG 2.0189 3.5711 0.2787 0.1129 0.3495 0.424218 103.912364 0.288321
RAHGNN 3.1600∗ 6.3847∗ 0.6831∗ 0.1743∗ 0.5388∗ 0.506788∗ 131.233625∗ 0.395748∗

gives the Average metric [25]. Alternatively, greedy metric [29] is
to greedily match words in two given answers based on the cosine
similarities of their embeddings. In addition, one can also achieve an
answer representation by taking the largest extreme values among
the embedding vectors of all the words it has, before computing
the cosine similarities between answer vectors, which yields the
Extreme metric [12].

5.3 Implementation Details
For the proposed RAHGNN, we randomly initialize parameters.
The model is trained with a batch size of 32 and a dimension size
of 256 for word, POS and position embeddings. The randomly sam-
pled validation set is used for early stop and parameter selection.
Specifically, we limit the max length for reviews to 128 and the max
length for product attributes to 10. For RNN based encoder and
decoder models, the hidden dimension size is set to be 512. If two
texts have the common word more than 3, there will have an edge
between them to transfer the information. The propagation layer
of the heterogeneous graph is 3. To produce better answers, we use
beam search with beam size 4. Adagrad [6] with learning rate 0.1 is
used to optimize the parameters.

5.4 Experimental Results
To demonstrate the effectiveness of RAHGNN, we examine the
overall performance in terms of the automatic evaluation metrics.
Table 2 lists performances of RAHGNN and all baselines in terms of
BLEU, Distinct and embedding metrics on the JD dataset. In these
experimental results, we see that RAHGNN outperforms all the
baselines significantly. Specifically, RAHGNN achieves a %56.52,
%78.78, %145.10, %31.15, and %27.73 increment, compared with the
state-of-the-art model PAAG in terms of BLEU, BLEU2, BLEU4, Dis-
tinct2, Distinct4, respectively. For embedding metrics, RAHGNN
outperforms PAAG by %19.46, %26.29, %30.32 in terms of Average,
Greedy, and Extrema metrics, respectively. We conducted signifi-
cant testing (t-test) on the improvements of our approaches over
the best baseline. The results indicate that all the improvements
are significant (p-value < 0.05 and denoted with ‘*’ in Table 2).
The results conclude that RAHGNN can perform not only better in
word coverage, but also better in semantic accuracy and diversity.

From Table 2, we also find that PAAG and RAHGNN, which
combine structured product attribute data with review informa-
tion, outperform RAGE and IMCP. RAGE and IMCP are also a

review-driven model to generate answers for product-related ques-
tions, which neglects the attribute information. This observation
demonstrates the effectiveness of incorporating structured product
attribute data in answer generation. Besides, we still find a notice-
able gap between PAAG and RAHGNN. This result demonstrates
that RAHGNN makes better use of relational and logical informa-
tion of review and attribute than the simple method PAAG. As our
task definition has some similarities in some way with reading com-
prehension and query-based text summarization, we also employ
SNet and QS to tackle this task, which see the reviews as original
passages. Since SNet and QS are not defined to tackle QA task in
e-commerce scenario, they cannot fully utilize the interactions be-
tween question, reviews, and product attributes. These methods
also lack reasoning component to extract logical information from
the structured knowledge information and unstructured text in-
formation. So RAHGNN outperforms these models significantly.
From the experiment results, we also find that S2SA and S2SAR,
which only utilizes question text as the input of encoder, outper-
forms SNet, which demonstrates that the question information is
essential for answer generation, so taking attention for question at
every decoding step can help to generate better answers.

6 ANALYSIS AND DISCUSSION
6.1 Ablation Study
We conduct ablation tests on the usage of the attention-based het-
erogeneous graph neural network to verify the effectiveness of
reasoning. The ablation models are shown as follows,

RAG: It is a variant of RAHGNN, but only uses the semantic
representation of reviews and product attributes as the final node
representation of the heterogeneous graph. That is, RAG does not
have the multi-type text reasoning component.

RASG: It is a variant of RAHGNN, but only utilizes the concate-
nation of subgraph node representations as the final node represen-
tation of the heterogeneous graph. RASG contains the subgraph
representation component.

RASIG: It is a variant of RAHGNN, but only uses the integration
representation of subgraphs as the final node representation of the
heterogeneous graph. RASIG contains the subgraph representation
and subgraph integration components.

RAHGNN: Our proposed model, which contains subgraph rep-
resentation, subgraph integration, and semantic information prop-
agation components.
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Table 3: Comparison results of BLEU, Distinct, and embedding scores for different ablation models on JD datasets. Boldface
scores indicate best results.

Model BLEU BLEU2 BLEU4 Distinct-2 Distinct-4 Average Greedy Extrema
RAG 1.7853 3.1529 0.2322 0.1176 0.3862 0.413239 95.842932 0.278387
RASG 2.5738 4.8973 0.4262 0.1437 0.4525 0.453896 113.453525 0.316377
RASIG 2.8734 5.4289 0.5688 0.1563 0.4982 0.472446 125.642522 0.357338
RAHGNN 3.1600 6.3847 0.6831 0.1743 0.5388 0.506788 131.233625 0.395748

Table 4: BLEU, Distinct, and Embedding scores comparison between different multi-type text integration variants. Boldface
scores indicate best results.

Model BLEU BLEU2 BLEU4 Distinct-2 Distinct-4 Average Greedy Extrema
RAHGNN-R 2.4362 4.5238 0.3884 0.1388 0.4132 0.428389 108.324893 0.283754
RAHGNN-A 0.2738 0.5288 0.0204 0.0348 0.1237 0.178938 25.429847 0.098736
RAHGNN-R&A 2.7098 5.1172 0.5368 0.1429 0.4735 0.463760 120.836675 0.334681
RAHGNN 3.1600 6.3847 0.6831 0.1743 0.5388 0.506788 131.233625 0.395748

We evaluate RAHGNN and these variants on the JD dataset in
terms of BLEU, Distinct, and embedding metrics. As shown in Ta-
ble 3, there is a significant increase from RAG to RAHGNN, which
verifies the effectiveness of the attention-based heterogeneous
graph neural network. Comparing with RAG and RASG, we find
that the relational information of reviews and attributes improve the
performance significantly. The performance of RASG and RASIG
reflects that the relational information fusion based on the rele-
vance of question achieves better performance. A slight increment
from RASIG to RAHGNN demonstrates that modeling high-order
connectivity helps relational information transfer on the graph.

6.2 Effect of Information Relations
To verify the effectiveness of information relation for product-aware
question answering, we vary themax relation numbers of each node
and the propagation layer depth. In particular, we explore the layer
numbers in the range of {1, 2, 3, 4} and the max relation numbers
per node in {10, 100, 1000, 2000, Unlimited} for JD QA dataset. If
the relation number of a node exceeds the max requirement, top
relations, which have more common words, will be used. Figure 3
illustrates the results in terms of BLEU in different settings.

We find increasing the depth of RAHGNN substantially enhances
the generation accuracy. Clearly, 2 layers and 3 layers achieve con-
sistent improvement over 1 layer. When further stacking a propaga-
tion layer on the top, we find that 4 layer leads to overfitting on JD
dataset. This might be caused by applying a too deep architecture
that might introduce noises to the representation learning. These
results verify that conducting suitable propagation layers, which
help to capture the high-order connectivity relations, can greatly fa-
cilitate the answer performance. In addition, the unlimited relation
number of each node consistently superior to all other numbers.
It illustrates interactions of reviews or attributes are significant
to generate high-quality logical representations, since the high-
density relation strengthens the expressiveness of graph. It hence
also verifies the effectiveness of the information relation.
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Figure 3: BLEU performance comparison of RAHGNN over
propagation layer numbers and the max relation numbers
on JD question answering dataset.

6.3 Performance of Multi-type Text Integration
We now check whether RAHGNN can effectively integrate multi-
type text and its effects on relation reasoning, via experiments on
three variants of RAHGNN. The differences are which type of text
is used and whether integrate multi-type text.

RAHGNN-R: It only uses review texts as input. It contains the
review encoder, review-review subgraph, and answer decoder.

RAHGNN-A: Similar to RAHGNN-R, this model only uses at-
tribute texts as input. It contains the attribute encoder, attribute-
attribute subgraph, and answer decoder.

RAHGNN-R&A: It uses review texts and attribute texts without
integration. It means that this model contains the review encoder,
the attribute encoder, review-review subgraph, attribute-attribute
subgraph, and answer decoder.

RAHGNN: Our proposedmodel, which contains review encoder,
attribute encoder, all three subgraphs, subgraph integration, and
answer decoder.

Table 4 displays the performance of all different variants. To
examine whether the RAHGNN method can effectively integrate
multi-type texts to reason, we compare to RAHGNN-R&A which
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doesn’t use review-attribute subgraph and subgraph integration.
The performance indicates that RAHGNN can effectively integrate
multi-type information and benefit tremendously by conducting
relation reasoning on multi-type text. Compared to RAHGNN-R
and RAHGNN-A, the performance of RAHGNN-A drops most dra-
matically in terms of BLEU score. This observation suggests that
review text understanding is very helpful in product QA, and our
model successfully learns how to utilize review text.

6.4 Case Study
Table 5 shows examples in our experiments which needs multiple
pieces of information to generate the right answer.

Table 5: Case study of the product related question that re-
quires integrating multiple information to answer.

(a) Example 1.

Question:
Can this computer change the system to WIN7?
Generated Answer:
Yes. You can change the WIN10 to WIN7.
Review or Product Attribute:
(1) The boot is fast and light, but I am not used to the windows
10 system.
(2)We can install some other operating systems by ourselves.
(3) I want to install win7 and win8. I don’t like win10.
(4) Category: Laptop. (5) System: WIN10.
Truth Answer:
Yes, you can change it by yourself. The initial system is WIN10.

(b) Example 2.

Question:
How hard are the soles and leather?
Generated Answer:
The sole is hard and the leather is soft.
Review or Product Attribute:
(1) The quality is good, but the sole is hard.
(2) Comfortable, soft and good!!!
(3) I felt the leather is a little hard when I first wore. But it will
be much better after I wear it for a few days! Feeling very com-
fortable now!
(4) Leather Feature: Soft. (5) Heel Shape: Flat.
Truth Answer:
The sole is a bit hard and the leather is soft. So it’s very comfortable
to wear.

For the first example, the ground truth answer needs logical
relation between the second review, the third review, and the fifth
attribute. For the second case, the ground truth needs to summarize
logical information among the first review, the third review, and
the fourth attribute.

In order to verify the logical relation representation ability of
RAHGNN,we plot the logical relation attentionmap fromRAHGNN
with one propagation layer in Figure 4. We utilize node-level at-
tention to time semantic-level attention as the normalized logical

relation attention for each node. From the experimental results, we
observe that there is a very strong interaction between the high
related information nodes. Concretely, it demonstrates that the
multi-type text reasoning module can effectively capture the logi-
cal relation among multi-type information. Moreover, we also find
that most information nodes tend to attend the high related node,
which provides the most useful information in each case. And the
attention weights for other information nodes are pretty low. It also
indicates that RAHGNN has the ability to extract useful relation
from multiple pieces of information.
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(a) Example 1.

1 2 3 4 5

1

2

3

4

5
0.16

0.18

0.20

0.22

0.24

0.26

(b) Example 2.

Figure 4: Visualizations of logical relation attention map.
The numbers on the left and up are the information IDs. The
color corresponds to the importance of relation.

7 CONCLUSION
By reading reviews and product attributes, e-commerce question-
answering task aims to automatically generate natural-sounding
answers for product-related questions. One major limitation of
existing approaches is that they usually analyze each review and
the corresponding attribute of the product individually, i.e., they
neglect the relationship between different reviews/attributes of the
product. To answer specific questions in the wild, it is necessary to
take the text information from different reviews and attributes into
consideration.

In this paper, we propose a heterogeneous graph neural network
(named RAHGNN) for generating natural-sounding answers to
product-related questions in e-commerce. The proposed RAHGNN
solves two main challenges in the question-answering area, i.e., 1)
how to analyze the relations between diverse information, and 2)
how to combine the unstructured information (reviews) and the
structured information (product attributes) together to form useful
knowledge. The extensive experiments on the JD benchmark dataset
demonstrate that the proposed RAHGNN significantly outperforms
the state-of-the-art baselines in generating informative, accurate,
and natural-sounding answers to testing questions.

Next, we also discuss limitations of RAHGNN. We observe that
the degree of relation reasoning is sensitive for the generation per-
formance of RAHGNN. In addition to that, due to the number of
reviews is huge, the efficiency of RAHGNN has yet to be improved.
As a future work research direction, we will improve our algorithm
to generate better answers by rational reasoning and compres-
sion relation graph. We also plan to include more product-related
information, for example, the viewpoints of users, the product’s
categories, and the sentiments of reviews, into the considerations.
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