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Abstract—Description of Points of Interest (POIs) plays an
important role to enhance the quality of many location-based
services, such as displaying concentrated information of POIs
for user-friendly experience and leading to successful POI rec-
ommendation. However, only a few popular POIs have enough
description on the web. Collecting or writing high-quality de-
scriptions for many unpopular or long-tail POIs remains a huge
challenge for online map services, especially considering there
are numerous new appeared POIs every day. Unlike existing
studies about automatic product description generation, the POI
description is quite diverse across different locations over a
country, and requires high expert knowledge. To address this
issue, we first study the POI description generation problem
by proposing a novel model, named as Multi Mode Description
Generator (MMDG), to automatically generate description based
on POIs’ reviews and other features. To extract key information
for POI description generation, MMDG is equipped with a multi-
mode encoder and a transformer-based decoder. Besides user
reviews, the multi-mode encoder also considers the category
and spatial context information of target POIs, and integrate
them with a fusion function. We have conducted an extensive
experimental evaluation on a large-scale real-world dataset to
demonstrate its effectiveness and superiority over state-of-the-
art baselines in terms of various metrics.

Index Terms—Point of Interest, Description Generation

I. INTRODUCTION

A high-quality description is critical to help user understand
the functionality of a Point of Interest (POI). Here POI refers
to a specific point location on an online map, like a restaurant,
a shop and a park. The description of POIs has great potential
to improve the quality of location-based services [1]. For
example, when a user is browsing a POI on an online map,
the POI description can help user quickly capture the key
information about the POI. Another useful application of
POI description is to increase the user experience for POI
recommendation. Traditional POI recommendation generated
by a black-box model confronts a lack of persuasion [2]–[4].
An informative description may alleviate this dilemma. Many
studies have reported that a high-quality description can have
a substantial influence on recommendation results [5]–[7].

† Meng Zhou and Jingbo Zhou contributed equally to this paper. This work
is done when Meng Zhou was an intern at the Baidu Research.
∗Jingbo Zhou is the corresponding author.

Whereas, a lot of POIs lack high-quality textual description
in the real world. Though the description of very popular
POIs can be crafted by users, it is hard to collect or write
description for all POIs, especially considering that there are
many unpopular and long-tail POIs with little information.
According to our statistics, there are hundreds of thousands
of new POIs appearing in China everyday, and many of them
cannot live more than half a year. Thus, it is a challenging
problem to automatically generate POI description for the
online map service.

Traditional methods for product description generation
mainly focus on the templates and statistical models [8], [9].
Due to the simplicity and practicality, template-based methods
are still the main solution to description generation in many
applications. Whereas, since these methods just express in
the patterns which already existed in templates, the generated
description is often dull and unnatural, making template-based
methods inherently flawed.

With the recent advancement in deep learning based models
in natural language processing, generating product description
using neural networks becomes a promising solution. Classic
Seq2Seq and transformer models, such as [10], [11], have
been investigated in this task. However, as shown in our
experimental evaluation section, these models perform well
in product description generation task, but become degraded
when they turn to POI description generation. At first, the
main factor for such degradation is that POI has a unique
spatial characteristic different from the general product. For
example, the accessibility of a hotel is affected by traffic of
its location; and the rate of the same food is quite different in
different restaurants. Thus, the description of POI is diverse
in different locations and requires high expert knowledge.
Second, another challenging problem is that POI has multiple
types of information, such as text (user reviews), category
and location information. All the information is critical for
description generation. Thus, compared to the general NLG
task, it is more challenging to incorporate multiple types of
information in POI description generation.

In this paper, we propose a novel Multi Mode Description
Generator (MMDG), which can generate POI description
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from POIs’ reviews with other POI features to address
these shortcomings. Generally, the MMDG is built on the
encoder-decoder structure with a multi-mode encoder and
a transformer-based decoder. The multi-mode encoder and
decoder are equipped with the transformer network [12] to
extract the information from general reviews and output the de-
scription. In addition, since POIs are closely connected to their
location, a Convolutional Neural Network (CNN) is applied in
MMDG to reinforce its ability by incorporating spatial context
information from nearby areas. Thus, we propose the Context-
Aware Convolutional Neural Network (CACNN), which is the
key component of the multi-mode encoder, to incorporate the
spatial context information around the POI to facilitate the
description generation.

Furthermore, we built a large-scale real-world dataset from
Baidu Maps1 which is one of the largest online map ser-
vice platforms in China. We conducted a series of extensive
experimental evaluations by various metrics, of which the
results demonstrate that our novel MMDG model outperforms
all existing state-of-the-art models in the POI description
generation task.

In general, we can summarize our contributions as follows:

• We first investigate the POI description generation prob-
lem which aims to automatically generate high-quality
description of POIs from user reviews and other POI
features.

• We devise a novel end-to-end generation model, named
MMDG, to generate high-quality description for POIs.
The proposed method utilizes multiple types of informa-
tion to improve the quality of generated description.

• We build a large-scale real-world dataset from an online
map service, Baidu Maps. A set of extensive experimental
evaluations demonstrate the effectiveness of our model,
which shows that MMDG achieves a higher score than
existing state-of-the-art baselines in several metrics in-
cluding BLEU and ROUGE.

The rest of paper is organized as follow. Next, we discuss
the related work in Section II, followed by a problem formula-
tion and framework overview in Section III. Then we present
the details of MMDG in Section IV. Finally, we evaluate our
method in Section V, and conclude the paper in Section VI

II. RELATED WORKS

For a long time, the description generation for recommenda-
tion system was implemented by template-based model. These
template-based models usually combined statistical models
and templates to generate accurate description, such as [8],
[9]. Though these template based methods are easy to practice,
the limitation of the templates makes the generated description
too rigid and dull. Thus, with the success of the seq2seq
structure and attention mechanism in Natural Language Gen-
eration (NLG), template-based methods are seldom adopted in
advanced text generation models.

1https://maps.baidu.com/

The seq2seq neural network framework based on encoder-
decoder was proved to be effective for many Natural Language
Generation (NLG) problems in [13]. Bahdanau et al. [14]
further adopted attention mechanism to reinforce seq2seq
framework. Such attention-based Seq2Seq models have be-
come very popular for NLG applications [15]–[19]. In recent
years, there are also many works to use transformer [12] to
build their seq2seq model instead of RNN [20]–[24].

These advanced neural network models for NLG have also
been introduced for description generation. For example, Chen
et al. [10] proposed a transformer-based model for product
description generation with external knowledge. Zhang et al.
[11] adopted a hybrid network to achieve pattern controlled
description generation.

However, to the best of our knowledge, the POI description
generation has not been studied systematically. Existing mod-
els do not perform well in POI description generation for two
reasons. On the one hand, there is a lack of consideration of
spatial information by existing methods. On the other hand,
how to incorporate multiple types of information remains
a great challenge for existing models. Motivated by these
challenges, we design our MMDG model with a multi-mode
encoder and a transformer-based decoder, which have not been
investigated in previous studies.

III. PRELIMINARIES AND OVERVIEW

In this section, we first formulate the problem of POI
description generation and present preliminaries for this paper.
Then we briefly introduce a framework overview of MMDG.

A. Preliminaries

A Point of interest, or POI for short, is a specific point
location that someone may find useful or interesting in online
maps which is denoted as pi hereafter. We use P = {pi}Ni=1 to
denote a list of POIs. Each POI is labeled with a fine-grained
category (e.g. Express Inn or Chinese food restaurant) in our
dataset. We use a one-hot encoded vector tpi with 0-1 values to
indicate the category of POI pi where the dimension of tpi is
the number of categories m (i.e. |tpi | = m). In an online map
service, each POI may have a set of reviews written by users.
Given a review list of a POI {r1, r2, ..., ru},we concatenate
these reviews into one long sequence [r1; r2; , ...ru], and
denote the word sequence of POI pi as xpi = {x1, x2, ..., xn}.

Considering that POIs are closely connected to their loca-
tion, we also introduce spatial context information into our
description generation task. We propose a novel method for
context information extraction: compress the nearby map into
a tensor C to retain spatial structure. The detailed discussion
of context information extraction is presented in Section IV-C.

Given the above definitions, we finally formulate our prob-
lem as generating a description ŷ for a POI, based on its
category t, spatial context information C and reviews of the
target POI x. We measure the quality of a description by
multiple automatic metrics which are discussed in section V.
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Fig. 1. An overview of the MMDG Model. MMDG is built on the encoder-
decoder structure with a multi-mode encoder and a transformer-based decoder.

B. Framework Overview

Figure 1 shows an overview of our MMDG model. Com-
posed of a multi-mode encoder and decoder, our model
can extract information from reviews, category and spatial
context information of POI, and then to generate description
for target POI. As we see from Figure 1, the first part of
our model is the proposed multi-mode encoder, which is
composed with a transformer network, category embedding
and Context-Aware Convolutional Neural Network (CACNN).
The multi-mode encoder takes multiple types of information
as input, and integrate them into a latent representation with
the fusion function. Then, a transformer-based decoder takes
the latent representation from multi-mode encoder as its input
and generate a sequence of description for POI. Different from
the multi-mode encoder, the decoder is only composed of a
transformer network to generate description. In IV, we present
more details about our proposed model.

IV. MODEL

In this section, we discuss more details on the transformer
network, category embedding and CACNN, which are applied
in our multi-mode encoder and decoder. The fusion function
for information integration is also introduced in the end.

A. Transformer Networks

The transformer network [12], which is characterized by
the self-attention mechanism, has been demonstrated effective
in many NLG tasks. Considering the effectiveness of the
transformer network, we apply transformer networks in our
model to build not only the multi-mode encoder but also the
decoder.

1) Multi-Mode Encoder: The transformer network is an
important component of our multi-mode encoder as it can
extract key information from massive user reviews of POI.
In multi-mode encoder, we implement the transformer network
with stacked one embedding layer and six self-attention layers.
The transformer network takes the reviews of target POI
x = {x1, x2, ..., xn} as input, and calculates a latent encoded
representation erev as its output. In transformer network, the
input word sequence x = {x1, x2, ..., xn} passes through the
embedding layer and the six identical self-attention layers

sequentially. The embedding layer converts any given word
to a continuous vector. For example, given the input review
words sequence x = {x1, x2, . . . , xn}, the embedding layer
returns a matrix e = {e1, e2, . . . , en} ∈ Rn×dmodel , of which
each element ej is a dmodel-dim vector.

Then, the self-attention layers are applied to learn deeper
representation where the dependency between words is con-
sidered. Given the input matrix e = {e1, e2, . . . , en}, the
self-attention layer projects e to three different matrices:
key K ∈ Rn×dmodel , value V ∈ Rn×dmodel and query
Q ∈ Rn×dmodel . These projections are implemented by three
different linear functions as below:

K = eWK + bK , V = eWV + bV , Q = eWQ + bQ, (1)

where the parameters WK ,WV ,WQ are matrices, bK , bV , bQ
are vectors. With K, V and Q, the self-attention equation can
be formulated as below:

α = softmax(
QKT

√
dmodel

) (2)

eatt = αe (3)

where α is the attention weight and eatt is the attention
representation. We also implement a multi-head version of
self-attention to enhance the transformer network. In multi-
head attention, nhead self-attention functions (Equation (1)-
(3)) are performed in parallel, and the output eatt is a
concatenation of the attention representation in each-head

eatt = {e(i)att}
nhead
i=1 (4)

Then, the attention representation eatt is sent to a Point-Wise
Feed-Forward Network (FFN) to get the output representation
enext. The output enext is also the input of next self-attention
layer.

enext = FFN(eatt) =W2ReLU(W1eatt + b1) + b2 (5)

where the parameters W1, W2 are matrices and the parameters
b1 and b2 are vectors. Note that there are six self-attention
layers in our encoder. We use erev to denote the output of
the last self-attention layer, which is also the output of the
transformer network.

2) Decoder: Different from the encoder, our decoder only
consists of the transformer network. In the decoder, the
transformer is implemented with two self-attention layers
described above and a softmax layer to generate the final
output. We input the fused representation ẽfused to decoder,
which is the output of the fusion function (see IV-D). With
the calculation in self-attention layers and softmax layer, the
decoder generates a sequence of probabilities ŷ on vocabulary
to estimate the description of target POI. Then the probabilities
ŷ can be converted to a word sequence (description) by beam
search. For simplicity, we use ŷ to denote both the generated
description and the predicted probabilities of the decoder if
without confusing in the context.

Our optimization is driven by maximum likelihood estima-
tion based on the ground-truth y and the output of decoder ŷ.
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We adopt KL divergence as our loss function, which can be
formulated concisely as below.

l = KL(ŷ|y) (6)

To improve the accuracy and BLEU score, the label smoothing
with value εls = 0.1 [25] is also applied in our optimization.

B. Category Embedding

The category embedding is also one of the components of
our multi-mode encoder. In an online Map Service, each POI
is always assigned a fine-grained category such as “hotel”,
“restaurant” and “shop”. Such categories not only indicate the
business scope of a POI, but also determine the main service of
the POI. Thus, a POI’s category has an important relation with
the description of the POI. For example, a hotel description
tends to emphasize environment and transportation while a
restaurant description tends to emphasize taste and price.

Inspired by this phenomenon, we adopt a category embed-
ding layer to extract the information behind categories. In
category embedding, the one-hot category vector t ∈ Rdmodel

is embedded by a linear function.

temb =Wtt+ bt, (7)

where Wt is a weight matrix and the bt is a vector.

C. CACNN

A unique feature of POI description generation is that spatial
context information has a great impact on the final description
of POIs, making it different from general product description
generation. In order to utilize such spatial context information,
we first define a concept of context tensor C, and then
equip the multi-mode encoder with CACNN to incorporate
the context tensor C.

1) Context Tensor Construction: Given a POI p, we extract
a map of the square region centered on p and divide extracted
map to l × l grids. Then, the context tensor C ∈ Rl×l×m of
p is calculated by the count of POIs of each category on each
grid. It means the element Ci,j,k is the number of POIs on
(i, j)th grid under the kth category.

Figure 2(a) illustrates how to construct context tensor C.
First, taking the location of target POI as the center, we extract
a square area with side length h (e.g. 3,000m) on a map, and
divide the square area into l × l grids. Each grid represents a
small square area with side length h/l on the map. Then, we
calculate m heat maps on each grid where m is the number of
categories of POIs. The value ci,j,k of grid g(i,j) in kth heat
map equals the number of POIs under the kth category in the
area represented by g(i,j). The calculation of value ci,j,k under
grid g(i,j) of kth heat maps can be formally defined as below:

ci,j,k = |{pt|Loc(pj) ∈ g(i,j) and Category(pt) = k}|, (8)

where Category(pt) = k means the poi pt has the kth

category, and Loc(pt) returns the location of pj (1 ≤ i, j ≤
l, 1 ≤ k ≤ m). Finally, we stack all the m heat maps to a
tensor C ∈ Rl×l×m.

2) Framework of CACNN: Considering the superiority of
CNN [26], [27], we propose to use CNN to extract the
information from the context tensor C, named it as CACNN.
The structure of CACNN is highly dependent on the division
of the nearby map. Figure 2(b) provides an implementation
of CACNN that is adopted in our implementation. The output
tensor from the CACNN is reshaped to a vector that shares
the same dimension dmodel with other tensors. With fc to
denote the CACNN and reshape function, the output cspa can
be formulated as below.

cspa = fc(C) (9)

To demonstrate the effectiveness of CACNN, we also pro-
vide a comparison between CACNN and other methods for
processing spatial information in section V.

D. Fusion Function

In the end of multi-mode encoder, we fuse all of the
representations including erev,temb and cspa to efused. We
implement the fusion by a linear function over the concatena-
tion [erev; temb; cspa].

efused =Wf [erev; temb; cspa] + bf (10)

where the parameter Wf is a matrix and the parameter bf
is a vector. The dimension of efused is also set to dmodel.
Essentially, the output of the multi-mode encoder contains
multiple types of information (reviews, category and spatial
context) for description generation. All the parameters in
MMDG are optimized in an end-to-end manner during the
training stage.

V. EXPERIMENT

To compare the MMDG model with existing models, we
construct a large-scale dataset from Baidu Maps and conduct
a series of extensive experiments. In this section, we first
introduce our dataset and experimental settings, followed by
the discussion on baseline models and evaluation metrics.
We also conduct analyses of the experimental results and
demonstrate the effectiveness of our model.

Fig. 2. (a) Context Tensor Construction. (b) Implementation of CACNN.
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A. Dataset

We first constructed a new dataset based on Baidu Maps.
However, it is a great challenge that the original POI does not
have a description in map data. Reference to the research con-
ducted by Novgorodov et al. [28], some high-quality reviews
can be used directly as ground-truth for description generation.
We combined the machine learning method proposed in [28]
with some simple filtering rules to improve precision, and
extract 691,224 descriptions from reviews data. A detailed
introduction about the dataset construction can be found in
the appendix.2 A product manager manually assessed 1000
random samples, and concluded that 95.2% of the descriptions
are high-quality. Besides the ground-truth description, each
sample contains the category, context tensor and the reviews
of the target POI. The basic information is reported in Table
I. Note that such ground-truth construction method can only
generate description for a small portion of whole POIs. The
aim of MMDG is to generate POI description as much as
possible.

B. Environment and Settings

1) Environment: All experiments in this paper are con-
ducted on a GPU-CPU platform. The GPU is Nvidia Tesla
P40. The program and baselines are implemented in Python
2.7.

2) Settings: Following [12], we empirically set the words
embedding size dmodel to be 256, and the size of FFN
inner Representation dff to be 1024. The sizes of other
representations (including categories and context) are also set
to be 256. We applied dropout layers [29] with pdrop = 0.1
both in our model and baseline models for regularization, and
all of the activation functions are set to be ReLU function
[30].

In training stage, We adopt the Adam optimizer [31] with
the parameters β1 = 0.9, β2 = 0.998 and ε = 1× 10−9. The
learning rate is initialized to 1×10−4 and gradient clipping is
adopted with the threshold value 5. In testing stage, we adopt
the beam-search trick with beam size 8. The batch size is set
to 48 for both training and testing.

C. Baseline Models

To demonstrate the effectiveness of our feature selection
and network design, we compare our model with rich baseline
models which have achieved state-of-the-art results in descrip-
tion generation task. All the models evaluated in experiment
are summarized below.

• Seq2Seq: Following Bahdanau et al. [14], we implement
the attentional Seq2Seq model with LSTM [32] and
Bahdanau attention as the first baseline model. This
baseline model only takes the reviews of target POI as
input without expert knowledge such as category and
context information.

• Trans (transformer): We implement a vanilla transformer
model which is the same as [12]. Similar to our Seq2Seq

2http://zhoujingbo.github.io/paper/poigenicde2021apx.pdf

TABLE I
BASIC INFORMATION ABOUT THE DATASET

Attribute Value
Train dataset size 667,224
Valid dataset size 12,000
Test dataset size 12,000

Average length of Reviews 243.6
Average length of Description 115.5
Vocabulary size of Reviews 12007

Vocabulary size of Description 9973

baseline model, the Trans only takes the reviews of target
POI as input.

• +C (Trans + Category): Besides reviews, this modified
version of the transformer also takes category information
as input. In this baseline model, the one-hot category
vector is incorporated by the same embedding layer as
MMDG.

• +CV (Trans + Context Vector): We implement this mod-
ified version of the transformer to incorporate reviews
and context information of the target POI. Different from
the context tensor discussed in section IV-C, this baseline
model extracts a context vector from nearby map without
division to grids. Each element in the context vector rep-
resents the number of nearby POIs under a category. The
context vector is incorporated in a fully connected neural
network to learn the deep representation. We design this
baseline model to demonstrate the effectiveness of our
context tensor construction and CACNN.

• +CT (Trans + Context Tensor): This baseline model takes
the context tensor (see SectionIV-C) and reviews of the
target POI as input. In this baseline model, the context
tensor is incorporated by the same CACNN component
as MMDG.

• MMDG: This model is our proposed model. As discussed
before, our model takes target POI reviews, category
information and context tensor as input. Enhanced by
the category embedding and CACNN, our model can
incorporate multi-mode information efficiently.

D. Metrics

We adopt some standard metrics to evaluate model perfor-
mance in the POI description generation.

• BLEU: BLEU [33] is widely used in NLG task such
as translation and summarization. It compares the co-
occurrences lexical n-grams between generated text and
ground-truth text, and the n-grams BLEU score is cal-
culated as the rate of n-grams in candidate text which
can be found in reference text. To put into a nutshell,
BLEU measures the precision of the generated text. In
our experiments, we report the geometric mean of 1,2,3,4-
grams BLEU score.

• ROUGE: ROUGE [34] is also popular in NLG task. It
calculates the overlapping n-grams between the generated
text and the target text. Different from BLEU, ROUGE
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TABLE II
PERFORMANCE OF MMDG AND BASELINE MODELS

Model BLEU ROUGE-1 ROUGE-2 ROUGE-L
seq2seq 12.05 35.12 14.87 31.22
V-Trans 14.88 35.81 16.72 32.14

+C 15.49 36.86 17.23 32.83
+CV 15.18 37.00 16.64 32.47
+CT 15.46 36.86 17.07 32.68

MMDG 15.84 36.72 17.53 32.93

also considers the recall rate in the generated text. We re-
port the F1 scores of ROUGE-1, ROUGE-2 and ROUGE-
L in our experiments.

E. Result Analysis

As shown in Table II, the transform network (Trans) is more
effective than LSTM model (Seq2Seq) in our POI description
generation task. Besides, both the category information and
context information improve generation performance. The gap
between the baseline model +CV and +CT demonstrates the
effectiveness of our proposed CACNN. Compared with the
simple context vector, the context tensor can retain the spatial
structure, and perform better with CACNN in POI description
generation. Moreover, We also observe that our proposed
model achieved the best results in our experiments. In means
that our combination of category embedding and CACNN is
successful.

VI. CONCLUSION

In this paper, we systematically study the description gen-
eration task for Points of Interest. We propose a novel neural
model, called MMDG, to tackle the description generation for
POIs. Consisted of a multi-mode encoder and a transformer-
based decoder, our proposed MMDG model can incorpo-
rate multi-mode information efficiently and generate high-
quality description. Furthermore, we build a large-scale real-
life dataset for POI description generation and conducted
a series of extensive experiments. The experimental result
demonstrated the effectiveness of our proposed model in terms
of various metrics including BLEU and ROUGE.
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