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A B S T R A C T

Legal text mining is targeted at automatically analyzing the texts in the legal domain by
employing various natural language processing techniques and has attracted enormous attention
from the NLP community. As one of the most crucial tasks of legal text mining, Legal Judgment
Prediction (LJP) aims to automatically predict judgment results (e.g., applicable law articles,
charges, and terms of penalty) according to fact descriptions on law cases and becomes a
promising application of artificial intelligence techniques.

Unfortunately, ambiguous fact descriptions and law articles often appear due to a great
number of shared words and legal concepts. Prior works are proposed to partially address these
problems, focusing on introducing additional attributes to distinguish similar fact descriptions,
or differentiating confusing law articles by grouping and distilling law articles. However,
existing works still face two severe challenges: (1) indistinguishable fact descriptions with
different criminals and targets and (2) misleading law articles with highly similar TF–IDF
representations, both of which lead to serious misjudgments for the LJP task. In this paper,
we present a novel reinforcement learning (RL) based framework, named Criminal Element
Extraction Network (CEEN), to handle above challenges simultaneously. In CEEN, we propose
four types of discriminative criminal elements, including the criminal, target, intentionality,
and criminal behavior. To discriminate ambiguous fact descriptions, an reinforcement learning
based extractor is designed to accurately locate elements for different cases. To enhance law
article predictions, distinctive element representations are constructed for each type of criminal
element. Finally, with the input of element representations, a multi-task predictor is adopted
for the judgment predictions. Experimental results on real-world datasets show that extracting
criminal elements is highly useful for predicting the judgment results.

. Introduction

In recent years, with the access of massive legal texts, various NLP techniques have been applied to legal text mining
ield (Giacalone et al., 2018; Ji et al., 2020; K. & Thilagam, 2019; Qazi & Wong, 2019), and legal text mining has become one
opular research topic. As one of the most important tasks of legal text mining, Legal Judgment Prediction (LJP) aims to predict
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Fig. 1. Examples for the problems of ambiguous fact descriptions and law articles. (left): an example for the confusing fact descriptions. The misleading part
‘‘Forcibly broke into ...’’ appears in both cases, while ‘‘stole ..’’ only appears in the larceny case. (right): two similar law articles with shared words and legal
concepts. All shown examples are translated from Chinese AI and Law challenge datasets (Xiao et al., 2018) for illustration.

Fig. 2. Intuitive explanations on two problems of existing works. (left): two similar fact descriptions with different criminals and targets. Two cases share many
legal attributes (Hu et al., 2018a), including Profit Purpose, State Organ, and Intentional Crime. (right): misjudgment rates of law articles for TF–IDF features
and criminal elements (see Section 3.2) respectively.

the judgment result (e.g., law articles, applicable charges, etc.) based on the fact of a case and has received an increasing amount
of attention for decades (Aletras et al., 2016; Hu et al., 2018a; Keown, 1980; Kort, 1957; Nagel, 1963; Xu et al., 2020; Zhong et al.,
2018). Early studies on LJP focus on statistical solutions (Keown, 1980; Kort, 1957; Lauderdale & Clark, 2012; Nagel, 1963), whereas
most recent studies on LJP address the task as a specific classification problem. Various text classification approaches have been
applied to address the LJP task (Lin et al., 2012; Liu et al., 2004; Sulea et al., 2017).

However, two challenges still exist: (1) lots of fact descriptions in LJP are ambiguous, and (2) a massive number of charges
and their applicable law articles are similar in semantics. Fig. 1 shows examples from a real-world dataset. The left example shows
confusing fact descriptions resulting in different applicable law articles and charges, whereas the right example demonstrates two
similar law articles, most of which are shared words. Because of the above challenges, existing LJP approaches easily misjudge the
law cases (Hu et al., 2018a; Xu et al., 2020).

Few recent works have been proposed to partially address the above problems. Hu et al. (2018a) attempt to extract ten empirical
attributes from fact descriptions to distinguish confusing fact descriptions for more accurate prediction of charges. However, they do
not consider the criminal and the target of the crime mentioned in fact descriptions, which may lead to different judgment results.
To distinguish similar law articles, LADAN (Xu et al., 2020) first groups law articles into multiple communities using their TF–IDF
representations, then calculates discriminative features for law articles. After that LADAN aggregates discriminative features of law
articles in the same community into single community feature, and finally re-encodes fact descriptions with the community features
attentively. However, in LADAN, law articles with similar TF–IDF still share the same community feature instead of having specific
discriminative features. Thus it is difficult to distinguish those law articles in LADAN. That is, previous LJP models still suffer from
the following two severe problems:
2
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• Indistinguishable fact descriptions with different criminals and targets. Hu et al. (2018a) introduces ten additional
attributes to discriminate similar fact descriptions to enhance charge predictions. However, criminals and targets in cases still
remain unconsidered, which are highly important for law articles and charge predictions. For example, as shown in Fig. 2(a),
two similar cases share many same crime attributes (Profit Purpose, State Organ, and Intentional Crime). Nevertheless, different
criminals and targets lead to totally distinctive law articles and charges for the two cases in Fig. 2(a). To make legal judgments
more accurate, in addition to existing legal attributes, it is of utmost significance to extract criminal and target relevant
information from fact descriptions.

• Misleading law articles with highly similar TF–IDF representations. As mentioned above, LADAN clusters law articles
using their TF–IDF vectors into different communities, learns discriminative features for each law article, and aggregates law
article discriminative features in the same community into the overall feature vector. On this basis, LADAN re-encodes the fact
descriptions attentively with the overall community features. Since LADAN relys on the overall community features to make
judgment predictions, it is difficult for LADAN to distinguish law articles in the same community. In that case, law articles with
highly similar TF–IDF representations are easily miscalculated by LADAN. In Fig. 2(b), on two real-world datasets (CAIL-small
and CAIL-large) (Xiao et al., 2018; Xu et al., 2020), we calculate misjudgment rates using the same TF–IDF representations as
LADAN. The applicable law article of a case is misjudged when this law article is clustered to the identical community with
other law articles. We can observe that the misjudgment rates based on TF–IDF features are exceedingly high and close to 0.5
on both datasets. Therefore, more distinctive features are supposed to be employed to facilitate the LJP tasks.

In this paper, we propose a new reinforcement learning (RL) based framework, namely Criminal Element Extraction Network
CEEN), to handle the problems of confusing fact descriptions and law articles in LJP simultaneously. CEEN consists of four
omponents: (1) a fact description encoder, (2) an RL-based element extractor, (3) a criminal element discriminator, and (4) a multi-
ask judgment predictor. Specifically, the fact description encoder first projects sentences of fact descriptions into latent spaces with
he hierarchical Bi-LSTM (Yang et al., 2016). Then, for each case, we explicitly introduce four types of criminal elements, including
he criminal, target, intentionality and criminal behavior (see Section 3.2 for more details), as bridges between the fact description
nd applicable law article. To distinguish fairly similar fact descriptions, an RL-based element extractor is employed to elaborately
dentify sentences, which contain the above criminal elements, for different fact descriptions. To enhance law article predictions,
or each law-relevant criminal element, extracted sentences are classified and discriminative representations are carefully learned
ased on a specially designed attention mechanism. To this end, as demonstrated in Fig. 2(b), comparing to TF–IDF features, the
isjudgment rates for criminal elements dramatically drop. Note that, a law article is considered misjudged when having the

ame criminal elements as other law articles. That is, for law article predictions, criminal elements are much more discriminative
han TF–IDF features. Finally, for the inference of legal judgments, a multi-task predictor is established with the input of element
epresentations. Conducted on the real-world datasets, our experimental results verify the effectiveness of our proposed framework.
e find that extracting criminal elements is tremendously useful for legal judgment prediction.

o sum up, our contributions are as follows:

• We focus on jointly distinguishing similar law articles and confusing fact descriptions in the legal judgment prediction task.
To the best of our knowledge, we are the first to handle the issues of confusing fact descriptions and law articles concurrently.

• We propose a novel reinforced criminal element extraction network (CEEN). In CEEN, a reinforced criminal extractor is applied
to differentiate fact descriptions by uncovering distinctive criminal elements (including criminals and targets), whereas an
element discriminator is designed to distinguish law articles with similar TF–IDF representations to promote overall law article
predictions.

• Extensive experiments on the benchmark dataset verify the effectiveness of our proposed method for LJP. Extracting criminal
elements is tremendously useful for predicting the judgment results.

• Ablation studies on model components and criminal elements further demonstrate the superiority of our proposed CEEN.
Both RL-based extractor and law-relevant element discriminator enhance the performances, and every criminal element is
indispensable for CEEN.

. Related work

In this section, we survey relevant works along two directions: deep reinforcement learning and legal judgment prediction.

.1. Legal judgment prediction

Legal text mining aims to automatically analyze the texts in the legal domain by applying various NLP techniques (Giacalone
t al., 2018; Ji et al., 2020; K. & Thilagam, 2019; Qazi & Wong, 2019). As Legal Judgment Prediction (LJP) is one of the most
mportant tasks of legal text mining, LJP receives increasing attention in recent years. Early studies on LJP focus on statistical
lgorithms (Boreham & Niblett, 1976; Keown, 1980; Kort, 1957; Lauderdale & Clark, 2012; Moens & Uyttendaele, 1997; Nagel,
963). With the development of machine learning technologies, researchers start to formalize LJP as a text classification task (Lin
t al., 2012; Liu et al., 2004, 2015; Sulea et al., 2017). However, these traditional methods are limited to specific scenarios with
anually crafted features, suffering from serious generalization issues. Recently, neural network-based methods have been proposed
3
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descriptions and applicable laws. Zhong et al. (2018) propose a topological multi-task learning framework for LJP, which formalizes
the explicit dependencies over subtasks as a directed acyclic graph. To utilize result dependencies among multiple subtasks, Yang
et al. (2019) employ a multi-perspective framework with forward predictions and backward verifications. To distinguish confusing
fact descriptions, in Few-Shot (Hu et al., 2018a), an attribute-attentive charge prediction model is adopted to infer the attributes
and charges concurrently. To discriminates confusing law articles, LADAN (Xu et al., 2020) uses a graph neural network to learn
the difference between confusing law articles using their TF–IDF representations. To better apply the pre-trained model to the legal
tasks, Xiao et al. (2021) pre-train Lawformer with the masked language modeling (MLM) objective on the legal text.

The most related works are Few-Shot (Hu et al., 2018a) and LADAN (Xu et al., 2020). Few-Shot identifies ten additional legal
ttributes to strengthen the representations of fact descriptions, while LADAN clusters law articles with TF–IDF representations,
nd computes distinguished vectors for each community. However, Few-Shot neglects knowledge about the criminal and target
f a crime and easily misjudges fact descriptions with different criminals and targets. In the meantime, LADAN may be simply
isled by the law articles with fairly similar TF–IDF representations. To this end, our proposed CEEN tackles the problems of above

onfusing fact descriptions and law articles at the same time. To differentiate indistinguishable fact descriptions, we explicitly define
nd extract four types of criminal elements, including criminal, target, intentionality, and criminal behavior, for each case. To
iscriminate confusing law articles, discriminative vectors are elaborately learned for every extracted element and then inputted
nto the multi-task judgment predictor.

.2. Deep reinforcement learning

Deep Reinforcement Learning (DRL) concerns with how software agents ought to take actions in an environment to maximize
umulative reward based on a deep neural network. There are several typical methods in the DRL framework including Deep Q-
etwork (Mnih et al., 2015), Policy Networks (Silver et al., 2016), and actor-critic (Haarnoja et al., 2018). In addition, DRL-based
ethods have been successfully applied in various types of NLP applications (Chali et al., 2015; Feng et al., 2018a, 2018b; Hu

t al., 2018b; Li et al., 2019; Miao et al., 2020; Narasimhan et al., 2015; Wu et al., 2018; Xiong & Ji, 2016). These previous
orks demonstrate the effectiveness of deep reinforcement learning on NLP tasks and support our proposed CEEN on the LJP tasks.
imilar to the instance selection in (Feng et al., 2018b), our element extraction process has two properties of trial-and-error search
nd delayed feedback, which stimulates us to utilize reinforcement learning techniques.

Some recent works adopt reinforcement learning to enhance interpretability for charge prediction and law prediction. Jiang et al.
2018) employ deep reinforcement learning to extract phrases to form rationales, and then make interpretable charge predictions
ased on the rationales. Zhong et al. (2020) present QAjudge based on reinforcement learning to model the prediction process
nd further enhance interpretability. However, the previous RL-based LJP methods are mainly designed to improve the model
nterpretability by extracting phrase-level rationale or modeling the judgment process, while still suffering from ambiguous fact
escriptions and law articles. In contrast, our proposed CEEN is designed to extract the four criminal elements to distinguish
onfusing fact descriptions and similar law articles.

. Problem formulation

In this section, we first describe the formulation of the legal judgment prediction (LJP) task and then introduce definitions of
riminal elements.

.1. Legal judgment prediction

Similar to the previous works (Xu et al., 2020; Yang et al., 2019; Zhong et al., 2018), for each law case, a fact description and
ome judgment results are taken into consideration. The fact description is represented as a text document, which is denoted by 𝑓 .

For each case, we consider three types of judgment results: (1) applicable law articles, (2) charges, (3) terms of penalty. The 𝑖th type
of judgment result can be represented as a category label 𝑦𝑖, where 𝑦𝑖 ∈ 𝑌 𝑖, 𝑖 = 1, 2, 3 and 𝑌 𝑖 is the label set for 𝑖th judgment result.
Given a training dataset 𝐷 ≜ {(𝑓, 𝑦1, 𝑦2, 𝑦3)𝑚}

𝑛𝐷
𝑚=1 of size 𝑛𝐷, our goal is to train a model 𝐅(⋅) that is able to predict legal judgment

results according to the fact description 𝑓 , i.e., 𝐅(𝑓 ) = (�̂�1, �̂�2, �̂�3), where �̂�𝑖 ∈ 𝑌 𝑖, and 𝑖 = 1, 2, 3.

3.2. Criminal elements

Inspired by Elemental Trial (Cohen, 1982; Quintard-Morénas, 2010; Tadros & Tierney, 2004), we introduce four types of criminal
elements: (1) The criminal is the person or organization who violates the law and should bear criminal responsibility. (2) The target
of crime represents a person or thing to which the infringement is directed. (3) Intentionality refers to whether a crime is committed
ntentionally or negligently. (4) The criminal behavior is the act that a criminal violates the provisions of the criminal law. For
xample, the criminal of larceny is a person, who reaches the age of criminal responsibility and has the ability to constitute criminal
esponsibility. The target of larceny is public or private property. Obviously, larceny is committed intentionally, and the criminal
ehavior is to steal a large amount of public and private property or repeatedly steal public and private property. In the following
ections, we denote element sets for the criminal, target, intentionality and criminal behavior as 1, 2, 3, and 4, respectively.
or each law case, we aim to predict 𝑘th type of criminal element category label �̂�𝑘, where �̂�𝑘 ∈ 𝑘 and 𝑘 = 1, 2, 3, 4, based on the
4
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Fig. 3. Overview of our proposed CEEN. CEEN consists of four components: (1) a fact description encoder (2) an RL-based element extractor (3) a criminal
element discriminator (4) a multi-task judgment predictor.

4. Method

In this section, we describe our proposed method, CEEN, in detail. First, we give an overview of CEEN in Section 4.1. Then, we
describe the fact description encoder (Section 4.2), RL-based element extractor (Section 4.3), and criminal element discriminator
(Section 4.4). Next, judgment results are predicted by a multi-Task judgment predictor (Section 4.5). Finally, a two-stage training
process for CEEN is comprehensively explained (Section 4.6).

4.1. Overview

As Fig. 3 shows, our proposed CEEN contains four components: (1) a fact description encoder, (2) an RL-based element extractor,
(3) a criminal element discriminator, and (4) a multi-task judgment predictor. First, we utilize the hierarchical Bi-LSTM (Yang et al.,
2016) as the fact description encoder to generate contextual sentence representations. Next, to distinguish confusing fact description,
we use an RL-based element extractor to elaborately select sentences that contain criminal elements. Then, to enhance the law article
prediction, we employ a criminal element discriminator to generate the 𝑘th discriminative criminal element representation 𝑣𝑘𝑒 by
fusing the contextual representations of selected sentences, where 𝑘 = 1, 2, 3, 4. After that, the concatenation of four discriminative
criminal element representations [𝑣1𝑒 , 𝑣

2
𝑒 , 𝑣

3
𝑒 , 𝑣

4
𝑒 ] is fed into the multi-task judgment predictor to precisely predict judgment results.

At last, we describe the two-stage training process of CEEN in detail.

4.2. Fact description encoder

To model contextual sentence representations in the fact description, we employ four hierarchical Bi-LSTMs. Each hierarchical
Bi-LSTM has two levels of Bi-LSTM, the word-level Bi-LSTM outputs contextual word representations, then the basic sentence
representations are calculated by attention mechanism, and finally the sentence-level Bi-LSTM outputs the contextual sentence
representations. Each fact description has multiple sentences, and each sentence has multiple words. More specifically, for each input
sentence 𝑖 = [𝐰𝑖,1,… ,𝐰𝑖,𝑛𝑖 ] in the fact description 𝑓 , where 𝑛𝑖 refers to the number of words in the 𝑖th sentence, the word-level
Bi-LSTM outputs a contextual word representations sequence, that is,

𝐡𝑘𝑖,𝑗 = [ ⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃗LSTM
(

𝐰𝑖,𝑗 , 𝛩
𝑘
𝐿𝑆𝑇𝑀𝑤

)

, ⃖⃖ ⃖⃖⃖⃖⃖⃖⃖⃖⃖LSTM
(

𝐰𝑖,𝑗 , 𝛩
𝑘
𝐿𝑆𝑇𝑀𝑤

)

], (1)

where 𝐡𝑘𝑖,𝑗 ∈ R𝑑𝑤 , 𝐰𝑖,𝑗 is the 𝑗th basic word embedding in 𝑖 and initialized by the Skip–Gram model (Mikolov et al., 2013).
𝛩𝑘
𝐿𝑆𝑇𝑀𝑤

denotes learnable parameters of the 𝑘th word-level Bi-LSTM, and 𝑘 = 1, 2, 3, 4. Based on the contextual word representations
sequence and the word-level context vector 𝑢𝑘𝑤, we compute a word-level attentive vector [𝛽𝑘𝑖,1,… , 𝛽𝑘𝑖,𝑛𝑖 ] with the word-level attention
mechanism as:

𝛽𝑘𝑖,𝑗 =
𝑒𝑥𝑝(𝑡𝑎𝑛ℎ(𝐖𝑘

𝑤𝐡
𝑘
𝑖,𝑗 )

𝑇 𝑢𝑘𝑤)
∑ 𝑘 𝑘 𝑇 𝑘

, (2)
5
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where 𝐖𝑘
𝑤 is a trainable weight matrix for word-level attention mechanism. Then, we obtain a basic representation of the sentence

𝑖, that is,

𝐯𝑘𝑆𝑖
=

𝑛𝑖
∑

𝑗=1
𝛽𝑘𝑖,𝑗𝐡

𝑘
𝑖,𝑗 , (3)

Based on the word-level attention mechanism, we obtain basic sentence representations sequence [𝐯𝑘𝑆1
, 𝐯𝑘𝑆2

,… , 𝐯𝑘𝑆𝑛𝑓
], where 𝑛𝑓

enotes the sentence number in the fact description 𝑓 . Then, we apply the sentence-level Bi-LSTM to compute the contextual sentence
epresentations sequence, that is,

𝐡𝑘𝑖 = [ ⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃗LSTM
(

𝐯𝑘𝑆𝑖
, 𝛩𝑘

𝐿𝑆𝑇𝑀𝑠

)

, ⃖⃖ ⃖⃖⃖⃖⃖⃖⃖⃖⃖LSTM
(

𝐯𝑘𝑆𝑖
, 𝛩𝑘

𝐿𝑆𝑇𝑀𝑠

)

], (4)

here 𝐡𝑘𝑖 ∈ R𝑑𝑠 , 𝛩𝑘
𝐿𝑆𝑇𝑀𝑠

denotes learnable parameters of the 𝑘th sentence-level Bi-LSTM, and 𝑘 = 1, 2, 3, 4.

.3. RL-based element extractor

To distinguish confusing fact descriptions, we employ four agents to respectively select sentences containing different types of
he criminal element. Each agent adopts a stochastic policy 𝜋𝑘 to sample action at each state. According to the sampled action, the
th agent determines if the sentence contains the 𝑘th type of criminal element, where 𝑘 = 1, 2, 3, 4. We demonstrate action, state,

policy, and reward as follows:
Action: The action 𝑎𝑘𝑡 is selected from action space {𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 1, 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 0}, where positive means the sentence contains the

𝑘th type of criminal element, and negative indicates the sentence that it does not contain the 𝑘th type of criminal element.
State: We use a recurrent neural network to encode the state representation:

𝐬𝑘𝑡 = GRU(𝐬𝑘𝑡−1,𝐡
𝑘
𝑡 , 𝛩

𝑘
𝐺𝑅𝑈 ), (5)

where 𝐡𝑘𝑡 is the contextual representation of the 𝑡th sentence 𝑆𝑡, 𝑡 ∈ [1, 𝑛𝑓 ], 𝛩𝑘
𝐺𝑅𝑈 denotes learnable parameters of the 𝑘th GRU, and

𝑘 = 1, 2, 3, 4. Note that at the beginning (𝑡 = 1), the state 𝑠𝑘0 is a trainable vector.
Policy: The stochastic policy for the 𝑘th type of criminal element extraction which specifies a probability distribution over

actions:

𝜋𝑘(𝑎𝑘𝑡 |𝑠
𝑘
𝑡 , 𝛩

𝑘
𝑝𝑜𝑙𝑖𝑐𝑦) = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝐖𝑘

𝑠 𝐬
𝑘
𝑡 + 𝑏𝑘𝑠 ), (6)

where 𝛩𝑘
𝑝𝑜𝑙𝑖𝑐𝑦 = {𝐖𝑘

𝑠 , 𝑏
𝑘
𝑠} denotes learnable parameters of the 𝑘th type of criminal element extraction policy.

Reward: As there is no annotation on which sentences contain the criminal elements, we design two kinds of delayed rewards
to measure the correctness of the 𝑘th type of criminal element extraction once all the sentences in fact description are scanned,
𝑘 = 1, 2, 3, 4. Specifically, the criminal element discriminator provides the first delayed reward 𝑟𝑘𝑑 for the 𝑘th agent by simply
measuring the 𝑘th type of criminal element discrimination error over gold-standard annotations:

𝑟𝑘𝑑 =
{

0, 𝑖𝑓 𝑎𝑟𝑔𝑚𝑎𝑥𝑚(�̂�𝑘𝑚) ≠ 𝑎𝑟𝑔𝑚𝑎𝑥𝑚(𝑧𝑘𝑚)
1, 𝑖𝑓 𝑎𝑟𝑔𝑚𝑎𝑥𝑚(�̂�𝑘𝑚) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑚(𝑧𝑘𝑚),

(7)

where 𝐳𝑘 = [𝑧𝑘1 , 𝑧
𝑘
2 ,… , 𝑧𝑘

|𝑘|
] denotes the ground truth vector of the 𝑘th type of criminal element, �̂�𝑘 refers to the discrimination

result of the 𝑘th type of criminal element, 𝑚 ∈ [1, |𝑘
|] and |𝑘

| refers to the number of different classes for the 𝑘th type of criminal
element discrimination. The correctness of the four law-relevant criminal elements can affect the result of the law article prediction
task. Therefore, the law article predictor provides the second delayed reward 𝑟𝑝 for all agents by simply measuring the law article
prediction error over gold-standard annotation:

𝑟𝑝 =
{

0, 𝑖𝑓 𝑎𝑟𝑔𝑚𝑎𝑥𝑚(�̂�1𝑚) ≠ 𝑎𝑟𝑔𝑚𝑎𝑥𝑚(𝑦1𝑚)
1, 𝑖𝑓 𝑎𝑟𝑔𝑚𝑎𝑥𝑚(�̂�1𝑚) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑚(𝑦1𝑚),

(8)

where 𝐲1 = [𝑦11, 𝑦
1
2,… , 𝑦1

|𝑌 1
|

] refers to the ground truth vector of law article prediction, �̂�1 denotes the prediction result of law article,
𝑚 ∈ [1, |𝑌 1

|], and |𝑌 1
| is the number of different classes for law article prediction. The final reward for the 𝑘th agent is computed

by the sum of two delayed rewards, that is:

𝑟𝑘𝑓𝑖𝑛 = 𝑟𝑘𝑑 + 𝑟𝑝. (9)

4.4. Criminal element discriminator

To enhance law article prediction, we fuse the contextual representations of sentences which contain the criminal elements to
generate the 𝑘th discriminative criminal element representation 𝑣𝑘𝑒 , where 𝑘 = 1, 2, 3, 4 and 𝐯𝑘𝑒 ∈ R𝑑𝑒 . Based on the actions sequence
𝐚𝑘 = [𝑎𝑘1 , 𝑎

𝑘
2 ,… , 𝑎𝑘𝑛𝑓 ], contextual sentence representations and the sentence-level context vector 𝑢𝑘𝑠 , we compute a sentence-level

attentive vector [𝛽𝑘1 , 𝛽
𝑘
2 ,… , 𝛽𝑘𝑛𝑓 ] with sentence-level attention mechanism as:

𝛽𝑘𝑖 =
𝑎𝑘𝑖 𝑒𝑥𝑝(𝑡𝑎𝑛ℎ(𝐖

𝑘
𝑠𝐡

𝑘
𝑖 )

𝑇 𝑢𝑘𝑠 )
∑ 𝑘 𝑘 𝑘 𝑇 𝑘

, (10)
6

𝑖′𝑎𝑖′𝑒𝑥𝑝(𝑡𝑎𝑛ℎ(𝐖𝑠𝐡𝑖′ ) 𝑢𝑠 )
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where 𝐖𝑘
𝑠 is a trainable weight metric for sentence-level attention mechanism. Note that if all actions in sequence 𝐚𝑘 are 0, we set

𝛽𝑘𝑖 = 0. Then, the representation of the 𝑘th type of criminal element is computed as:

𝐯𝑘𝑒 =
𝑛𝑓
∑

𝑖=1
𝛽𝑘𝑖 𝐡

𝑘
𝑖 , (11)

where 𝑣𝑘𝑒 ∈ R𝑑𝑠 and 𝑛𝑓 refers to the number of sentences in the fact description. To obtain the 𝑘th criminal element discrimination
result, we use a multi-class classifier.

�̂�𝑘 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝐖𝑘
𝑑𝐯

𝑘
𝑒 + 𝐛𝑘𝑑 ), (12)

where 𝐖𝑘
𝑑 and 𝐛𝑘𝑑 are parameters specific to the 𝑘th type of criminal element discrimination.

4.5. Multi-task judgment predictor

To accurately predict the judgment results, we concatenate four element representations as the representation of fact description
𝑓 , i.e., 𝐯𝑓 = [𝐯1𝑒 , 𝐯

2
𝑒 , 𝐯

3
𝑒 , 𝐯

4
𝑒 ]. Based on 𝐯𝑓 , we generate a specific fact representation 𝐯𝑖𝑓 for 𝑖th legal judgment prediction, where

𝐯𝑖𝑓 ∈ R𝑑𝑓 and 𝑖 = 1, 2, 3.

𝑣𝑖𝑓 = ReLU(𝐖𝑖
𝑓 𝐯𝑓 + 𝐛𝑖𝑓 ), (13)

where 𝐖𝑖
𝑓 and 𝐛𝑖𝑓 are learnable parameters specific to the 𝑖th legal judgment prediction. To obtain the legal judgment prediction

result, we employ a linear classifier:

�̂�𝑖 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝐖𝑖
𝑝𝐯

𝑖
𝑓 + 𝐛𝑖𝑝), (14)

where 𝐖𝑖
𝑝 and 𝐛𝑖𝑝 are parameters specific to the 𝑖th legal judgment prediction.

4.6. Training

In this section, we introduce two-stage training processes of the model, the first stage is the training process for the RL-based
element extractor, and the second stage is the training process for the criminal element discriminator and the multi-task predictor.
In the overall training process, the two training processes iteratively optimize different modules of the model.

Training Process for Extraction To optimize the policy of the criminal element extractor, we aim to maximize the expected
cumulative rewards from the 𝑘th type of criminal element extraction at each time step 𝑡 as the agent samples trajectories following
the policy 𝜋𝑘, which can be computed as follows:

 (𝛩𝜋𝑘 ) = E𝑎𝑘∼𝜋𝑘(𝑎𝑘|𝑠𝑘)[
𝑛𝑓
∑

𝑚=𝑡
𝛾𝑚−𝑡𝑟𝑘𝑓𝑖𝑛], (15)

where 𝛩𝜋𝑘 = {𝛩𝑘
𝐺𝑅𝑈 , 𝛩

𝑘
𝑝𝑜𝑙𝑖𝑐𝑦}, 𝛾 is a discount factor in RL, 𝑛𝑓 denotes the number of sentences in the fact description, and the whole

sampling process 𝜋𝑘 takes 𝑛𝑓 time steps before it terminates.
By decomposing the cumulative rewards into a Bellman equation, we obtain:

𝜋𝑘 (𝑠𝑘𝑡 , 𝑎
𝑘
𝑡 ) = E[𝑟𝑘𝑓𝑖𝑛𝑎𝑙 + 𝛾𝜋𝑘 (𝑠𝑘𝑡+1, 𝑎

𝑘
𝑡+1)|𝑠

𝑘
𝑡 , 𝑎

𝑘
𝑡 ]. (16)

According to the policy gradient method (Sutton et al., 1999) and the REINFORCE algorithm (Williams, 1992), we compute the
gradient for the 𝑘th type of criminal element extraction policy 𝜋𝑘 as:

∇𝛩𝜋𝑘
 (𝛩𝜋𝑘 ) =E𝑎𝑘∼𝜋𝑘(𝑎𝑘|𝑠𝑘)[𝜋𝑘 (𝑠𝑘𝑡 , 𝑎

𝑘
𝑡 )

∇𝛩𝜋𝑘
log𝜋𝑘(𝑎𝑘|𝑠𝑘𝑡 )].

(17)

Training Process for Discrimination and Prediction In order to train criminal element discriminator and multi-task judgment
predictor, we compute the cross-entropy loss function for criminal element discrimination and legal judgment prediction. The loss
of the criminal element discrimination is formally computed as:

𝑑 = −
4
∑

𝑘=1

|𝑘|
∑

𝑚=1
𝑧𝑘𝑚 log(�̂�𝑘𝑚), (18)

where |𝑘
| denotes the number of different classes for 𝑘th type of criminal element, 𝑧𝑘 is the ground truth of prediction for 𝑘th

criminal element and 𝑘 = 1, 2, 3, 4. Meanwhile, the loss of legal judgment prediction is formally calculated as:

𝑝 = −
3
∑

|𝑌 𝑖
|

∑

𝑦𝑖𝑚 log(�̂�𝑖𝑚), (19)
7

𝑖=1 𝑚=1
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Algorithm 1: Training Process of CEEN
Input:CEEN Model 𝑀
Initialize 𝑀 with parameters {𝛩𝑒𝑥𝑡, 𝛩𝑒𝑛𝑐+𝑑𝑖𝑠+𝑝𝑟𝑒} randomly

hile not convergence do
Training Process for Extraction:
Freeze 𝛩𝑒𝑛𝑐+𝑑𝑖𝑠+𝑝𝑟𝑒 ;
for 𝑘 ← 1 to 4 do

for 𝑡 ← 1 to 𝑛𝑓 do
Calculate 𝑠𝑘𝑡 by Eq. (5);
Sample 𝑎𝑘𝑡 from 𝜋𝑘(𝑎𝑘𝑡 |𝑠

𝑘
𝑡 ;𝛩

𝑘
𝑝𝑜𝑙𝑖𝑐𝑦) by Eq. (6);

end
end
Calculate {�̂�𝑘}4𝑘=1 and {�̂�𝑖}3𝑖=1 by Eq. (10) (14) respectively;
Obtain final reward by Eq. (7) (8) (9);
Update 𝛩𝑒𝑥𝑡 via policy gradient Eq. (17);
Training Process for Discrimination and Prediction:
Freeze 𝛩𝑒𝑥𝑡;
for 𝑘 ← 1 to 4 do

for 𝑡 ← 1 to 𝑛𝑓 do
Calculate 𝑠𝑘𝑡 by Eq. (5);
Sample 𝑎𝑘𝑡 from 𝜋𝑘(𝑎𝑘𝑡 |𝑠

𝑘
𝑡 ;𝛩

𝑘
𝑝𝑜𝑙𝑖𝑐𝑦) by Eq. (6);

end
end
Calculate {�̂�𝑘}4𝑘=1 and {�̂�𝑖}3𝑖=1 by Eq. (10) (14) respectively;
Update 𝛩𝑒𝑛𝑐+𝑑𝑖𝑠+𝑝𝑟𝑒 by Eq. (18) (19) (20);

end

where |𝑌 𝑖
| denotes the number of different classes for 𝑖th legal judgment prediction, 𝑦𝑖 is the ground truth of prediction for 𝑖th legal

judgment and 𝑖 = 1, 2, 3. Finally, the final loss is defined as:

 = 𝑑 + 𝑝. (20)

Overall Training Process. The first training process for extraction aims to train the RL-based element extractor, and the second
raining process for discrimination and prediction aims to train the criminal element discriminator and the multi-task judgment
redictor. In the training process for extraction, we only optimize the parameters 𝛩𝑒𝑥𝑡 of the criminal element discriminator and
ulti-task judgment predictor, where 𝛩𝑒𝑥𝑡 = {𝛩𝜋𝑘}4𝑘=1. Specifically, as described in lines 4 to 14, we first freeze the parameters of the

act description encoder, the criminal element discriminator, and the multi-task judgment predictor 𝛩𝑒𝑛𝑐+𝑑𝑖𝑠+𝑝𝑟𝑒 = {𝛩𝑒𝑛𝑐 , 𝛩𝑑𝑖𝑠, 𝛩𝑝𝑟𝑒};
and then optimize the parameters of RL-based element extractor by Eq. (17). In the training process for discrimination and prediction,
we only optimize the parameters 𝛩𝑒𝑛𝑐+𝑑𝑖𝑠+𝑝𝑟𝑒 of the criminal element discriminator and multi-task judgment predictor. As described
in lines 15–24 of Algorithm 1, we first freeze the parameters 𝛩𝑒𝑥𝑡, and then we optimize the parameters 𝛩𝑒𝑛𝑐+𝑑𝑖𝑠+𝑝𝑟𝑒 by Eq. (18)(20).

he overall training process is described in Algorithm 1.

. Experiments

.1. Research questions

We aim to answer the following research questions:

RQ1) What is the learning tendency of CEEN during training? Is there any conflict among all three subtasks during the training
process? (Section 6.1)

RQ2) Does CEEN outperform state-of-the-art baselines on the legal judgment prediction task? (Section 6.2)

.2. Datasets

Following prior works (Xu et al., 2020; Yang et al., 2019; Zhong et al., 2018), we conduct experiments on two datasets of the
hinese AI and Law challenge (CAIL2018) (Xiao et al., 2018), including CAIL-small (the exercise stage dataset) and CAIL-big (the

irst stage dataset). Each case in datasets contains one paragraph of fact descriptions, applicable law articles, charges, and the terms
f penalty. Similar to Xu et al. (2020), we filter out cases with fewer than 10 meaningful words, multiple applicable law articles, or
8
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Table 1
Statistics of CAIL-small and CAIL-big.
Dataset CAIL-small CAIL-big

Training Set Cases 101,619 1,587,979
Test Set Cases 26,749 185,120
Law Articles 103 118
Charges 119 130
Term of Penalty 11 11

Criminal 7 11
Target 75 76
Intentionality 2 2
Criminal behavior 63 71

multiple charges. In addition, infrequent charges and law articles that appear no more than 100 times are removed from datasets.
And terms of penalty are divided into the same non-overlapping intervals as Zhong et al. (2018).

To distinguish confusing fact descriptions and enhance the prediction of law articles, we introduce four types of crime elements
or all law articles in the datasets. For each (law article, criminal element) pair, it can be label as one-hot vector 𝑧𝑘, 𝑘 = 1, 2, 3, 4. In
ur experiments, we only annotate the criminal, target, intentionality, and criminal behavior of 118 law articles in CAIL-big manually,
ince all the law articles in CAIL-small have appeared in CAIL-big. Then, we assign each case with the same criminal elements of
ts corresponding law article. The detailed statistics are demonstrated in Table 1.

.3. Baselines

In this section, we compare CEEN and pre-trained CEENBERT with various typical text classification models, state-of-the-art
udgment prediction methods and a pre-trained model, including:

• CNN (Kim, 2014): a CNN-based text classifier with multiple filter window widths.
• HARNN (Yang et al., 2016): an RNN-based document classification method with a hierarchical attention mechanism.
• FLA (Luo et al., 2017): a rule-based charge prediction method that models correlations between fact descriptions and related

law articles.
• Few-Shot (Hu et al., 2018a): an attribute-attentive prediction model that infers ten additional discriminative attributes and

charges simultaneously.
• TOPJUDGE (Zhong et al., 2018): a topological multi-task learning framework for LJP, which formalizes the explicit depen-

dencies over subtasks as a directed acyclic graph.
• MPBFN (Yang et al., 2019): a multi-perspective framework that utilizes result dependencies among multiple subtasks with

forward predictions and backward verifications.
• LADAN (Xu et al., 2020): a graph neural network based method that automatically captures subtle differences among confusing

law articles.
• BERT (Cui et al., 2019): a Transformer-based method which is pre-trained on Chinese wikipedia documents.

ollowing the existing works (Luo et al., 2017; Xu et al., 2020; Zhong et al., 2018), we train CNN, HARNN, FLA, and Few-Shot
sing the multi-task framework (MTL). For MPBFN, we employ the improved variant, MPBFN-WCA (Yang et al., 2019), which adds
number embedding method and a word collocation attention mechanism to enhance the performances. Note that, to exclude the

nfluence of learning frameworks, we incorporate LADAN only with MTL in Section 6.2. For BERT, we individually fine-tune the
odel on above two datasets. More specifically, we insert one [CLS] token at the start of the fact description, then we select the

epresentation of [CLS] token as the representation of the whole fact description, and finally the representation of [CLS] token is fed
nto the multi-task judgment predictor to predict judgment results. Different from BERT, for CEENBERT, in order to extract sentences
ontaining criminal elements, we are inspired by Liu and Lapata (2019) to insert additional [CLS] tokens at the beginning of each
entence, then each [CLS] token gathers features for the sentence following it, and finally the representation of each [CLS] token
s fed into the RL-based element extractor and the criminal element discriminator. In addition, we further explore the effects of
ifferent multi-task schemes in the Ablation Studies (Section 7.1).

.4. Experimental settings

For models without Transformer-based encoder, we use the THU-LAC tool (Sun et al., 2016) for word segmentation. Word
mbeddings are initialized by the Skip-Gram model (Mikolov et al., 2013) with 200 embedding dimensions. In that case, the
requency threshold is set to 25. For models with Transformer-based encoder, we use the pre-trained weights and the hidden size
s 768. We set the maximum document length as 512 words for CNN-based and Transformer-based models in baselines, and set
he maximum sentence length to 100 words and maximum document length to 15 sentences for LSTM-based models. Meanwhile,
ollowing Xu et al. (2020), we set the dimensions of all latent states (i.e., 𝑑𝑤, 𝑑𝑠, 𝑑𝑒 and 𝑑𝑓 ) to 256 for LSTM-based models.

In the overall training process, we adopt Adam (Kingma & Ba, 2015) as the optimizer. We set the learning rate of the training
−3 −4
9

rocess for extraction to 10 , the learning rate of the training process for discrimination and prediction is set to 10 , the learning
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Fig. 4. Learning curves on CAIL-small.

Table 2
Judgment prediction results on CAIL-small. * indicates statistical significance compared to LADAN with 𝑝 < 0.05 by t-test. † indicates statistical significance
compared to LADAN and BERT with 𝑝 < 0.05 by t-test.

Law articles Charges Term of penalty

Method Acc. MP MR F1 Acc. MP MR F1 Acc. MP MR F1

FLA 77.74 75.32 74.36 72.93 80.90 79.25 77.61 76.94 36.48 30.94 28.40 28.00
CNN 78.71 76.02 74.87 73.79 82.41 81.51 79.34 79.61 35.40 33.07 29.26 29.86
HARNN 79.79 75.26 76.79 74.90 83.80 82.44 82.78 82.12 36.17 34.66 31.26 31.40
Few-Shot 79.30 77.80 77.59 76.09 83.65 80.84 82.01 81.55 36.52 35.07 26.88 27.14
TOPJUDGE 79.88 79.77 73.67 73.60 82.10 83.60 78.42 79.05 36.29 34.73 32.73 29.43
MPBFN 79.12 76.30 76.02 74.78 82.14 82.28 80.72 80.72 36.02 31.94 28.60 29.85
LADAN 81.20 78.24 77.38 76.47 85.07 83.42 82.52 82.74 38.29 36.16 32.49 32.65
BERT 83.85 81.85 82.61 81.13 88.17 88.10 87.76 87.49 43.11 39.64 38.74 38.47

CEEN 82.50∗ 81.38∗ 81.82∗ 80.41∗ 86.83∗ 86.61∗ 86.86∗ 86.22∗ 40.04∗ 37.11∗ 35.00∗ 35.07∗

CEENBERT 84.20† 83.21† 83.73† 82.32† 89.44† 88.88† 89.01† 88.64† 43.80† 41.15† 39.72† 40.03†

rate of Transformer-based methods is set to 5 × 10−5. Meanwhile, the dropout probability, discount factor 𝛾, and batch size are set
to 0.5, 1, and 128, respectively. All models are trained for 16 epochs and then evaluated on the test set.

We employ accuracy (Acc.), macro-precision (MP), macro-recall (MR) and macro-F1 (F1) metrics to evaluate the performance.

6. Experimental results

In this section, to answer the research questions (RQ1 and RQ2), development experiments and legal judgment predictions are
conducted.

6.1. Development experiments

For RQ1, we study the training processes of CEEN and baselines. Notably, we investigate the improvement trends and potential
conflicts among subtasks (predictions for law articles, charges, and terms of penalty). The learning curves against training epochs
are demonstrated in Fig. 4. Few-shot and LADAN are both state-of-the-art models for LJP. We can draw the following conclusions
that:

• F1-scores of CEEN and baselines improve continually as the number of training epochs increases from 1 to 10. All models
converge to a stable level when the epochs number increases to 10.

• Three subtasks in the LJP task have the same improvement trend, indicating that there exist no potential conflicts among the
inference process of law articles, charges, and terms of penalty.

• Our proposed CEEN significantly outperforms both of Few-Shot and LADAN at all times during the training process, which
demonstrates the effectiveness of the proposed CEEN.

6.2. Judgment prediction results

Then, we turn to RQ2. Here, we evaluate the CEEN performance on three LJP subtasks, including the predictions of law articles,
charges, and terms of penalty. As Tables 2 and 3 show, we conduct evaluations on both the CAIL-small and CAIL-big datasets. We
can conclude that:
10
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Table 3
Judgment prediction results on CAIL-big. * indicates statistical significance compared to LADAN with 𝑝 < 0.05 by t-test. † indicates statistical significance compared
o LADAN and BERT with 𝑝 < 0.05 by t-test.

Law articles Charges Term of penalty

Method Acc. MP MR F1 Acc. MP MR F1 Acc. MP MR F1

FLA 93.23 72.78 64.30 66.56 92.76 76.35 68.48 70.74 57.63 48.93 45.00 46.54
CNN 95.84 83.20 75.31 77.47 95.74 86.49 79.00 81.37 55.43 45.13 38.85 39.89
HARNN 95.63 81.48 74.57 77.13 95.58 85.59 79.55 81.88 57.38 43.50 40.79 42.00
Few-Shot 96.12 85.43 80.07 81.49 96.04 88.30 80.46 83.88 57.84 47.27 42.55 43.44
TOPJUDGE 95.85 84.84 74.53 77.50 95.78 86.46 78.51 81.33 57.34 47.32 42.77 44.05
MPBFN 96.06 85.25 74.82 78.36 95.98 89.16 79.73 83.20 58.14 45.86 39.07 41.39
LADAN 96.57 86.22 80.78 82.36 96.45 88.51 83.73 85.35 59.66 51.78 45.34 46.93
BERT 96.92 86.90 83.84 84.55 96.80 89.46 86.45 87.35 61.57 51.97 50.37 50.86

CEEN 96.84∗ 88.26∗ 80.54 82.93∗ 96.74∗ 90.61∗ 83.79∗ 86.18∗ 60.05∗ 51.84∗ 45.62∗ 46.70
CEENBERT 97.43† 89.14† 86.15† 86.88† 97.40† 91.34† 89.04† 89.86† 62.89† 54.85† 52.39† 53.20†

• Compared with typical text classification models and state-of-the-art legal judgment prediction methods, CEEN and CEENBERT
significantly improve the performances on both of the CAIL-small and CAIL-big datasets. Furthermore, CEENBERT significantly
outperforms BERT on all subtasks and datasets. These experimental results indicate that extracting criminal elements is
extremely helpful for legal judgment prediction.

• Comparing to Few-Shot, CEEN obtains remarkable improvements on all the tasks. It is because Few-Shot extracts limited charge
attributes from fact descriptions and falls short in distinguishing confusing law articles. Likewise, comparing to LADAN, CEEN
is capable of differentiating far more similar law articles and fact descriptions. Therefore, CEEN surpasses LADAN dramatically
in most cases. The above two findings also prove the effectiveness of our proposed method.

• As shown in Tables 2 and 3, BERT is able to accurately predict the judgment results. Because of complex pre-training objectives
and large model parameters, BERT effectively captures rich language knowledge from massive unlabeled text and achieves
considerable performance improvements on LJP. Meanwhile, the combination of CEEN and BERT significantly outperforms all
baselines including BERT, indicating that the language knowledge obtained from pre-training and the information of criminal
elements are complementary to each other.

• Since the training data for CAIL-big is more sufficient than CAIL-small, all models perform better on all three subtasks on
CAIL-big. Meanwhile, in contrast to law articles and charge predictions, all models are not able to predict terms of penalty
effectively. Judgments on the terms of penalty may be influenced by many factors, and thus much more challenging to infer.

n summary, the RL-based crime element extractor and law-relevant element discriminator are able to promote the performances.
hat is, extracting law-relevant elements (criminal, target, intentionality, and criminal behavior) from fact descriptions and then
istinguishing crucial elements for judgment predictions are vastly beneficial to the LJP task.

. Analysis

In this section, we dive deep into the performances of CEEN. In Section 7.1, we investigate how the RL-based criminal element
xtractor and law-relevant discriminator contribute to the improvements, explore the influence of criminal elements, and analyze the
mpacts of multi-task frameworks. In addition, the influences of training data amount are further explored (Section 7.2), influences
f pre-trained models are evaluated (Section 7.3), and a case study are also conducted for intuitive comparisons among CEEN and
aselines (Section 7.4). Finally, we collect bad cases, and give an error analysis for CEEN (Section 7.5).

.1. Ablation studies

As Table 4 shows, we conduct ablation studies on the CAIL-small dataset. To examine the contributions of the RL-based element
xtractor and law-relevant element discriminator to the performances, we consider the following three model variants:

• -Ext: to prove the effectiveness of the RL-based element extractor, we establish a CEEN model with the extractor removed. In
that case, the actions of the extractor are set to 1.

• -Dis: to demonstrate the competence of the law-relevant element discriminator, a CEEN model without the discriminator is
built. To this end, the RL-based element extractor only receives rewards from the multi-task judgment predictor, and the loss
function 𝑑 is removed.

• -Ext-Dis: to evaluate the significance of detecting law-relevant elements, we remove the extractor and discriminator from
CEEN at the same time. In that case, CEEN is degraded to HARNN (Yang et al., 2016) and predicts the legal judgments with
a hierarchical attention mechanism.

Ablation studies on model components. In Table 4, results show that both components (RL-based element extractor and law-
relevant element discriminator) enhance the performances of CEEN. When removing extractor as well as discriminator, the accuracy
of CEEN decreases significantly, which further points out the importance of extracting and discriminating law-relevant elements.
11
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Table 4
Ablation studies on CAIL-small.

Models Law Charge Penalty

Acc. F1 Acc. F1 Acc. F1

CEEN 82.50 80.41 86.83 86.22 40.04 35.07
-Ext 81.39 78.60 85.43 85.01 39.95 34.50
-Dis 81.40 78.83 85.22 84.54 38.05 32.56
-Ext-Dis 79.71 75.01 83.75 82.15 36.04 31.52

-Cr 82.00 79.46 85.79 85.35 39.91 34.52
-Tar 81.03 79.13 85.89 85.04 39.77 34.64
-Int 81.24 79.06 85.88 85.07 39.84 33.30
-Beh 81.23 79.01 86.14 85.20 39.02 33.84
-Cr-Tar 81.11 78.65 85.10 84.82 39.15 33.38
-Cr-Tar-Int 80.80 78.22 85.00 84.71 38.43 32.95
-Cr-Tar-Int-Beh (-Ext-Dis) 79.71 75.01 83.75 82.15 36.04 31.52

CEEN (MTL) 82.50 80.41 86.83 86.22 40.04 35.07
CEEN+TOPJUDGE 81.37 78.37 84.89 84.74 39.99 34.10
LADAN (MTL) 81.20 76.47 85.07 82.74 38.29 32.65
LADAN+TOPJUDGE 81.53 77.10 85.12 83.14 38.34 33.53
LADAN+MPBFN 82.34 76.80 84.83 82.85 39.35 34.05

Ablation studies on criminal elements. To demonstrate the effectiveness of extracting criminal elements, we consider two
ettings for criminal element ablation study. One is removing the element extractor and element discriminator corresponding to
ach criminal element individually, the other is removing the element extractor and element discriminator corresponding to each
riminal element progressively. In our experiments, we use Cr for criminal, Tar for target, Int for intentionality, and Beh for criminal
ehavior. Specifically, -Cr removes the element extractor and element discriminator corresponding to criminal; -Tar removes the
lement extractor and element discriminator corresponding to target ; -Int removes the element extractor and element discriminator
orresponding to intentionality ; -Beh removes the element extractor and element discriminator corresponding to criminal behavior ;
Cr-Tar removes the element extractor and element discriminator corresponding to criminal and target ; -Cr-Tar-Int removes the
lement extractor and element discriminator corresponding to criminal, target and intentionality ; -Cr-Tar-Int-Beh removes the
lement extractor and element discriminator corresponding to criminal, target, intentionality and criminal behavior.

In Table 4, results show that each criminal element (criminal, target, intentionality, and criminal behavior) enhance the perfor-
ances of CEEN. In summary, in the case of two ablation experimental settings (individually and progressively), both accuracy and

1 of CEEN decrease, which proves the importance of each criminal element.
Ablation studies on multi-task frameworks. Following Xu et al. (2020), we incorporate CEEN with various multi-task

rameworks, including MTL, TOPJUDGE (Zhong et al., 2018), and MPBFN (Yang et al., 2019). The original CEEN and LADAN
re based on the multi-task framework (MTL). As shown in Table 4, CEEN based on MTL achieves the best performance overall
hree tasks. In addition, CEEN+MTL outmatches LADAN incorporated with any of the above three multi-task frameworks. Note
hat, CEEN+MPBFN overfits very easily since the model has a larger number of parameters. For this reason, we do not report the
esults of CEEN+MPBFN in our experiments.

.2. Influences of training data amount

In the further, we investigate influences of training data amount over three LJP subtasks on CAIL-small. We compare F1-scores
f Few-Shot, LADAN, and CEEN in 16 training epochs. The results are shown in Fig. 5. We can observe that:

• With the increase of training data, performances of baselines and CEEN steadily improve.
• CEEN surpasses baselines to a great extent with different amounts of training data, which manifests the robustness and

effectiveness of our proposed method.

.3. Influences of pre-trained models

In this section, we compare BERT (Cui et al., 2019) with other pre-trained models, including:

• RoBERTa-wwm-ext (RoBERTa) (Cui et al., 2019): it is pre-trained with the whole word masking strategy, in which the tokens
that belong to the same word will be masked simultaneously.

• Lawformer (Xiao et al., 2021): it is pre-trained on large-scale Chinese legal long case documents.

As shown in Table 5, CEENBERT and CEENRoBERTa outperform the pre-trained baselines in all tasks, indicating that the extraction
f the four criminal elements facilitates the judgment prediction.
12
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Fig. 5. Influences of training data amount.

Table 5
Bert-based model Judgment prediction results on CAIL-small.

Law articles Charges Term of penalty

Method Acc. MP MR F1 Acc. MP MR F1 Acc. MP MR F1

BERT 83.85 81.85 82.61 81.13 88.17 88.10 87.76 87.49 43.11 39.64 38.74 38.47
RoBERTa 83.10 81.34 82.89 80.73 88.68 87.27 88.91 87.72 42.28 39.00 40.96 39.63
Lawformer 83.28 83.01 83.08 82.13 88.99 87.90 89.34 88.17 43.35 40.14 41.00 40.08

CEENBERT 84.20 83.21 83.73 82.32 89.44 88.88 89.01 88.64 43.80 41.15 39.72 40.03
CEENRoBERTa 83.28 82.08 83.41 81.38 89.58 89.21 89.83 89.21 43.12 39.80 41.49 40.33

Table 6
Examples for intuitive comparisons.
Models Fact descriptions (Predictions of law articles and charges)

LADAN

‘‘From the first half of 2015 to September 2016, the defendant
Lianyungang Chemical Company, in order to seek illegal gains,
the company’s general manager Wan Mou bribes a total of RMB
100,000 to the national staff member Chen Mou in two installments.’’
(Article 389: Offering bribes ×)

Few-Shot

‘‘On January 28, 2014, the defendant Liao Mou A, in order to
thank Liao Mou B, director of Shenhe community neighborhood
committee, for his help in contracting the road and drainage
project of Shenhe Neighborhood Committee, gave Liao Mou B
RMB 70,000.’’ (Article 385: Acceptance of bribe ×)

CEEN

‘‘From the first half of 2015 to September 2016, the defendant
Lianyungang Chemical Company (Criminal: company),
in order to seek illegal gains (Intentionality: intentional),
the company’s general manager Wan Mou bribes a total of RMB
100,000 to the national staff member Chen Mou in two installments
(Target: public servant, Criminal behavior: offering bribes).’’
(Article 393: Crime of unit bribery ✓)

‘‘On January 28, 2014,
the defendant Liao Mou A (Criminal: normal person),
in order to thank Liao Mou B, director of Shenhe community
neighborhood committee (Target: public servant),
for his help in contracting the road and drainage project of Shenhe
Neighborhood Committee (Intentionality: intentional),
gave Liao Mou B RMB 70,000 (Criminal behavior: offering bribes).’’
(Article 389: Offering bribes ✓)

7.4. Case studies

In order to substantiate that CEEN is able to locate and differentiate criminal elements, we collect examples for confusing law
articles and fact descriptions. In Table 6, prediction results for two fact descriptions are selected. For LADAN, we found that it does
not distinguish well between charges corresponding to the same community of law articles (Article 389: Offering bribes, Article 393:
Crime of unit bribery). Similarly, the legal attributes of the Few-shot do not contain any knowledge about criminals and targets,
13
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Table 7
Error analysis for CEEN.
Fact description (Prediction of LJP results)

Between 2003 and 2004, the defendant Yin repeatedly secretly stole others Santana
car (Criminal: normal person, Target: private property, Intentionality:
intentional, Criminal behavior: stealing), the total value of the items involved
603,460 yuan.
(Article 264 ✓)(Charge: Larceny ✓)(Term of penalty: 3 to 5 years ×)

The defendant Tu in the Utopia County Road Administration Finance Director
(Criminal: public servant), in October 2006 to June 2008 to use the convenience
of his position (Intentionality: intentional), the misappropriation of public funds
totaling 395,000 yuan for personal use (Target: public property, Criminal
behavior: Misappropriation), has not been returned.
Article 384 ✓)(Charge: Misappropriation of public funds ✓)
(Term of penalty: 3 to 5 years ×)

leading to the misjudgment for the acceptance of bribes and offering bribes. In contrast, by effectively extracting and discriminating
criminal elements, CEEN is capable of making precise judgments for ambiguous fact descriptions and law articles.

7.5. Error analysis

To conduct error analysis, we collect bad cases for CEEN. As shown in Table 7, our proposed CEEN can accurately predict the
orresponding law articles and charges, while giving erroneous penalty terms. It is because the judgment for terms of penalty should
ot only accord with law articles and charges, but need to consider the severity of the criminal behavior to society as well. For the
wo cases in Table 7, despite predicting the correct charges and law articles, CEEN still cannot accurately estimate terms of penalty.
n our future work, we tend to take elements related to the impact of the criminal behavior into consideration, so as to promote
he term of penalty predictions.

. Conclusions

In this paper, we have focused on the task of legal judgment prediction. To simultaneously disambiguate similar law articles
nd fact descriptions, we have proposed a criminal element extraction network (CEEN). To handle confusing fact descriptions
ith different criminals and targets, we define and identify four categories of criminal elements, including the criminal, target,

ntentionality, and criminal behavior, from each case. To tackle misleading law articles with highly similar TF–IDF representations,
nique feature vectors for criminal elements are obtained and inputted into the multi-task predictor to enhance the judgment
rocess. We have conducted extensive experiments on benchmark datasets. Experimental results have verified the effectiveness of
ur proposed method. Extracting criminal elements is highly effective for predicting the judgment results. Development experiment
esults show that our model converges faster than baselines and performs better in the test set.

As to our future work, we will explore evidence information extraction to provide interpretability for judgment results. We also
lan to combine the fundamental task of legal text mining, such as coreference resolution, to further enhance the legal judgment
rediction by clarifying the information of the criminal in the fact description.

. Reproducibility
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